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Over the years, several memory models have been proposed to capture the subtle concurrency semantics of C/C++. One of the most fundamental problems associated with a memory model $M$ is consistency checking: given an execution $X$, is $X$ consistent with $M$? This problem lies at the heart of numerous applications, including specification testing and litmus tests, stateless model checking, and dynamic analyses. As such, it has been explored extensively and its complexity is well-understood for traditional models like SC and TSO. However, less is known for the numerous model variants of C/C++, for which the problem becomes challenging due to the intricacies of their concurrency primitives. In this work we study the problem of consistency checking for popular variants of the C11 memory model, in particular, the RC20 model, its release-acquire (RA) fragment, the strong and weak variants of RA (SRA and WRA), as well as the Released fragment of RC20.

Motivated by applications in testing and model checking, we focus on reads-from consistency checking. The input is an execution $X$ specifying a set of events, their program order and their reads-from relation, and the task is to decide the existence of a modification order on the writes of $X$ that makes $X$ consistent in a memory model. We draw a rich complexity landscape for this problem; our results include (i) nearly-linear-time algorithms for certain variants, which improve over prior results, (ii) fine-grained optimality results, as well as (iii) matching upper and lower bounds ($\mathcal{NP}$-hardness) for other variants. To our knowledge, this is the first work to characterize the complexity of consistency checking for C11 memory models. We have implemented our algorithms inside the TruSt model checker and the C11Tester testing tool. Experiments on standard benchmarks show that our new algorithms improve consistency checking, often by a significant margin.

CCS Concepts: • Software and its engineering → Software verification and validation; • Theory of computation → Theory and algorithms for application domains; Program analysis.
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1 INTRODUCTION

Modern programming languages such as C/C++ [ISO/IEC 14882 2011; ISO/IEC 9899 2011] have introduced first-class platform-independent concurrency primitives to gain performance from weak memory architectures. The programming model is popularly known as C11 [Batty et al. 2011; Boehm and Adve 2008]. The formal semantics of C11 has been an active area of research [Batty et al. 2016, 2011; Chakraborty and Vafeiadis 2019; Lahav et al. 2017; Lee et al. 2020; Margalit and Lahav 2021; Vafeiadis et al. 2015] and other programming languages such as Java [Bender and Palsberg 2019] and Rust [Dang et al. 2019] have also adopted similar concurrency primitives.

One of the most fundamental computational problems associated with a memory model, particularly in testing and verification, is that of consistency checking [Furbach et al. 2015; Gibbons and Korach 1997; Kokologiannakis et al. 2023]. Here, one focuses on a fixed memory model $M$, typically described using constraints or axioms. The input to the consistency problem pertaining to the memory model $M$ is then a partial execution $X$, typically described using a set of events $E$ together with a set of relations on $E$. The consistency problem then asks to determine if $X$ is consistent with $M$. Here, by partial execution, we mean that the set of relations is not fully described in the input, in which case the problem asks whether $X$ can be extended to a complete execution that is consistent with $M$. The focus of this paper is reads-from consistency checking; in the rest of the paper we refer to this simply as consistency checking.

The problem of consistency checking has numerous applications in both software and hardware verification. First, viewing memory models as contracts between the system designer and the software developers, consistency checking is a common approach to testing memory subsystems, cache-coherence protocols and compiler transformations against the desired contract [Chen et al. 2009; Manovit and Hangal 2006; Qadeer 2003; Wickerson et al. 2017; Windsor et al. 2022]. Second, since public documentations of memory architectures are typically not entirely formal, litmus tests can reveal or dismiss behaviors that are not covered in the documentation [Alglave 2010; Alglave et al. 2011, 2014]. Consistency checking for litmus tests makes testing more efficient (and thus also more scalable), by avoiding the enumeration of behaviors that are impossible under the given model. Third, in the area of model checking, (partial) executions typically serve the role of abstraction mechanisms. Consistency checking, thus, ensures that model checkers indeed explore valid system behavior. As such, it has been instrumental in guiding recent research in partial-order reduction techniques and stateless model checking of concurrent software [Abdulla et al. 2019, 2018; Agarwal et al. 2021; Bui et al. 2021; Chalupa et al. 2017; Chatterjee et al. 2019; Kokologiannakis et al. 2022; Norris and Demsky 2013]. Focusing on partial executions allows such algorithms to consider coarser equivalences such as the reads-from equivalence, allowing for more proactive state-space reductions and better performance as a result. These advances have also propelled the use of formal methods in the industry [Bornholt et al. 2021; Lerche 2020; Oberhauser et al. 2021]. Consistency checking of partial executions also forms the foundation of dynamic predictive analyses by characterizing the space of perturbations that can be applied to an observed execution in an attempt to expose a bug [Huang et al. 2014; Kalhauge and Palsberg 2018; Kini et al. 2017; Luo and Demsky 2021; Mathur et al. 2018, 2020, 2021; Pavlogiannis 2019].
The ubiquitous relevance of consistency checking has led to a systematic study of its computational complexity under various memory models. Under sequential consistency (SC), most variants of the problem were shown to be $NP$-hard in the seminal work of Gibbons and Korach [Gibbons and Korach 1997]. Subsequently, more fine-grained investigations have characterized how input parameters such as the number of threads, memory locations, write accesses and communication topology affect the complexity of consistency checking [Abdulla et al. 2019; Agarwal et al. 2021; Chini and Saivasan 2020; Mathur et al. 2020]. As the consistency problems remain intractable under most common weak memory models (such as SPARC/X86-TSO, PSO, RMO, PRAM) [Furbach et al. 2015], parametric results have also been established for these models [Bui et al. 2021; Chini and Saivasan 2020]. Given its applications in analysis of concurrent programs, clever heuristics have been proposed to enhance the efficiency of checking consistency in practice [Zennou et al. 2019].

The C11 memory model provides the flexibility to derive different weak memory model paradigms based on different subsets and combinations of the concurrency primitives, their memory orders, and their respective semantics. For instance, the release and acquire memory orders allow programmers to derive release-acquire (RA) as well as its weak (WRA) and strong (SRA) variants [Lahav and Boker 2022]. The RA model is weaker than SC and provides a rigorous foundation in defining synchronization and locking primitives [Lahav et al. 2016]. The WRA and SRA are equivalent to variants of causal consistency [Lahav and Boker 2022], a well studied consistency model in the distributed systems literature. C11 also provides ‘relaxed’ memory access modes which constitutes the weaker memory model fragment Relaxed. Relaxed memory accesses can reorder freely and are the most performant compared to accesses with stronger memory orders. In our work, we focus on the recently proposed declarative RC20 memory model [Margalit and Lahav 2021] capturing a rich fragment of C11, consisting of release, acquire and relaxed memory accesses as well as memory fence operations. This memory model is a natural fragment of the C11 model, given that “only a few (practical) algorithms that actually employ SC accesses and become wrong when release/acquire accesses are used instead” [Margalit and Lahav 2021]. Further, focusing on the non-SC fragment allows us to reap the benefits of polynomial time consistency checking, which otherwise quickly becomes intractable [Gibbons and Korach 1997].

The intricacies of C11 and the abundance of its variants give rise to a plethora of consistency-checking instances. Some first results show that consistency checking for RA admits a polynomial bound [Abdulla et al. 2018; Lahav and Vafeiadis 2015], a stark difference to SC for which this problem is $NP$-hard and is not even well-parameterizable [Gibbons and Korach 1997; Mathur et al. 2020]. These positive results have facilitated efficient model checking and testing techniques [Abdulla et al. 2018; Kokologiannakis et al. 2019; Luo and Demskey 2021]. However, beyond these recent developments, little is known about the complexity of consistency checking for C11-style memories, and, to our knowledge, the setting remains poorly understood. Our work fills this gap.

![Fig. 1. A program (a) and a partial execution $\bar{X}$ specifying the writer $rf^{-1}(r)$ of each read $r$ (b). $\bar{X}$ is RA-consistent, as witnessed by the modification order $mo$ that abides to RA semantics (c). The partial execution in (d) is RA-inconsistent, as there is no modification order $mo$ that abides to RA semantics.](image-url)
**Our contributions.** In this paper we study the reads-from consistency checking for the RA, SRA, WRA, Relaxed and RC20 memory models, with results that are optimal or nearly-optimal. In all cases, the input is a partial execution $\bar{X} = (E, po, rf)$ with $n = |E|$ events and $k$ threads, where $po$ and $rf$ are the program order and reads-from relation, respectively (see Section 2.1), and the task is to determine if there is a modification order $mo$ such that the extension $X = (E, po, rf, mo)$ is consistent with the memory model in consideration. Fig. 1 illustrates an example for RA-consistency.

Our first result concerns RC20. Consistency checking is known to be in polynomial time [Abdulla et al. 2018; Lahav and Vafeiadis 2015; Luo and Demsky 2021], though of degree 3 (i.e., $O(n^3)$). This cubic complexity has been identified as a challenge for efficient model checking (e.g., [Kokologianakis et al. 2022, 2019]). Here we show that the full RC20 model admits an algorithm that is nearly linear-time; i.e., a bound that becomes linear when the number of threads is bounded.

**Theorem 1.1.** *Consistency checking for RC20 can be solved in $O(n \cdot k)$ time.*

A key step towards Theorem 1.1 is our notion of *minimal coherence*, which is a novel characterization that serves as a witness of consistency. Our consistency-checking algorithm proves consistency by constructing a minimally coherent (partial) modification order. Although similar witnesses have been used in the past (e.g., the writes-before order [Lahav and Vafeiadis 2015], saturated traces [Abdulla et al. 2018], or C11Tester’s framework [Luo and Demsky 2021]), the simplicity of minimal coherence allows, for the first time to our knowledge, for a nearly linear-time algorithm. Next we turn our attention to SRA. Perhaps surprisingly, although the model is conceptually close to RA, it turns out that checking consistency for SRA is intractable.

**Theorem 1.2.** *Consistency checking for SRA is $NP$-complete, and $W[1]$-hard in the parameter $k$.*

Here $W[1]$ is a parameterized complexity class [Chen et al. 2004]. This result states that, not only is the problem $NP$-complete, but it is also unlikely to be *fixed parameter tractable* in $k$, i.e., solvable in time $O(n^c \cdot f(k))$, where $c > 0$ and $f$ are independent of $n$. Nevertheless, our next result shows that this problem admits an upper bound that is polynomial when $k = O(1)$. Given the $W[1]$-hardness, the next result is thus optimal, in the sense that $k$ has to appear in the exponent of $n$.

**Theorem 1.3.** *Consistency checking for SRA can be solved in $O(k \cdot n^{k+1})$ time.*

Taking a closer look into the model, we identify RMWs as the source of intractability. Indeed, the RMW-free fragment of SRA admits a nearly linear bound, much like RC20. This fragment is relevant, as it coincides with the causal convergence model [Bouajjani et al. 2017].

**Theorem 1.4.** *Consistency checking for the RMW-free fragment of SRA can be solved in $O(n \cdot k)$ time.*

Next, we show that the problem can be solved just as efficiently for WRA.

**Theorem 1.5.** *Consistency checking for WRA can be solved in $O(n \cdot k)$ time.*

Turning our attention to the Relaxed fragment of RC20, we show that the problem admits a truly linear bound (i.e., regardless of the number of threads).

**Theorem 1.6.** *Consistency checking for Relaxed can be solved in $O(n)$ time.*

Finally, observe that, in contrast to Theorem 1.6, the bounds in Theorem 1.1, Theorem 1.4 and Theorem 1.5 can become super-linear in the presence of many threads. It is thus tempting to search
for a truly linear-time algorithm for any of RA, WRA and (RMW-free) SRA. Unfortunately, our final result shows that this is unlikely, in all models.

**Theorem 1.7.** There is no consistency-checking algorithm for the RMW-free fragments of any of RA, WRA, and SRA that runs in time \( O(n^{3/2 - \varepsilon}) \), for any fixed \( \varepsilon > 0 \). Moreover, there is no combinatorial algorithm for the problem that runs in time \( O(n^{3/2 - \varepsilon}) \), under the combinatorial BMM hypothesis.

Here \( \omega \) is the matrix multiplication exponent, with currently \( \omega \approx 2.37 \). Theorem 1.7 states that a truly linear-time algorithm for any of these models would bring matrix multiplication in \( n^{2+o(1)} \) time, a major breakthrough. Focusing on combinatorial algorithms (i.e., excluding algebraic fast-matrix multiplication, which appears natural in our setting), consistency checking for any of these models requires at least \( n^{3/2} \) time unless (boolean) matrix multiplication (BMM) is improved below the classic cubic bound (which is considered unlikely, aka the BMM hypothesis [Williams 2019]).

Due to space restrictions, we relegate all proofs to to our technical report [Tunç et al. 2023a].

**Experiments.** We have implemented our algorithms inside the TruSt model checker and the C11Tester testing tool, and evaluated their performance on consistency checking for benchmarks utilizing instructions in the RA model. Our results report consistent and often significant speedups that reach 162x for TruSt and 104.2x for C11Tester.

Overall, our efficiency results enable practitioners to perform model checking and testing for RC20, RMW-free SRA, WRA, and Relaxed more efficiently, and apply these techniques to larger systems. On the other hand, our hardness result for SRA indicates that, akin to SC, performing consistency checking for SRA efficiently requires developing practically oriented heuristics that work well in the common cases. Finally, our super-linear lower bound for all models except Relaxed indicates that further improvements over our \( O(n \cdot k) \) bounds will likely be highly non-trivial.

## 2 AXIOMATIC CONCURRENCY SEMANTICS

In this section we introduce the C/C++ concurrency semantics we consider in this work, along with the RC20 model and its variants [Lahav and Boker 2022; Margalit and Lahav 2021].

**Syntax.** C/C++ defines a shared memory concurrency model using different kinds of concurrency primitives. In addition to plain (or non-atomic) load and store accesses, C/C++ provides atomic accesses for load, store, atomic read-modify-write (RMW – such as atomic increment), and fence operations. We only consider atomic accesses here. An atomic access is parameterized by a memory mode, among relaxed (rlx), acquire (acq), release (rel), acquire-release (acq-rel), and sequential-consistency (sc). The memory order for a read, write, RMW, and fence access is one of \{rlx, acq, sc\}, \{rlx, rel, sc\}, \{rlx, acq, rel, acq-rel, sc\}, and \{acq, rel, acq-rel, sc\}, respectively. These accesses result in different types of events during execution. In this paper we consider the models which are based on non-SC primitives. Nevertheless, RC20 defines SC fences using the release-acquire primitives [Lahav and Boker 2022]. The memory modes are partially ordered on increasing strength of synchronization according to the lattice \( \text{RLX} \sqsubseteq \{\text{ACQ}, \text{REL}\} \sqsubseteq \text{ACQ-REL} \). An access is acquire (release) if its order is ACQ (REL), or stronger.

### 2.1 Executions

The axiomatic concurrency models are defined with respect to the executions they allow. Hence, a program can be represented as a set of executions. In turn, an execution is defined by a set of events that are generated from shared memory accesses or fences, and relations between these events.

**Events.** An event is a tuple \((\text{id}, \text{tid}, \text{lab})\) where id, tid, lab denote a unique identifier, thread identifier, and label of the event. The label \(\text{lab} = \langle\text{op}, \text{ord}, \text{loc}\rangle\) is a tuple where \text{op} denotes the corresponding

---

memory access or fence operation and ord denotes the memory mode. For memory accesses, loc denotes its memory location, while in the case of fences, we omit loc = L. For the purpose of the reads-from-consistency problem we consider in this paper, we omit the values read or written in memory access events. We write \( w(t, x)/r(t, x)/\text{rmw}(t, x) \) to denote a write/read/read-modify-write event in thread \( t \) on location \( x \), and simply write \( e(x) \) to denote an event for which the thread is implied or not relevant. As a matter of convention, we omit mentioning the memory order throughout the paper, as it will either be clear from the context or not relevant.

The set of read, write, atomic update, and fence events are \( R, W, \text{RMW} \) and \( F \) respectively, and are generated from the executions of load, store, atomic load store, fence accesses respectively. As we only deal with executions (as opposed to program source), we use \( \text{RMW} \) to denote a successful read-modify-write operation. Failed read-modify-write operations simply result in read accesses. We refine the set of events in various ways. For instance, \( E_{\text{acq}} \) denotes the set of events with memory order that is at least as strong as \( \text{rel} \). For a set of events \( E \), we write \( E.\text{locs}, E_x \), and \( E.\text{tids} \) to denote the set of distinct locations accessed by events in \( E \), the subset of events in \( E \) that access memory location \( x \), and the different threads participating in \( E \).

**Notation on relations.** Consider a binary relation \( S \) over a set of events \( E \). The reflexive, transitive, reflexive-transitive closures, and inverse relations of \( S \) are denoted as \( S^*, S^+, S^0, S^\perp \) respectively. The relation \( S \) is acyclic if \( S^* \) is irreflexive. We write \( \text{irr}(S) \) and \( \text{acy}(S) \) to denote that relation \( S \) is irreflexive and acyclic respectively. Given two relations \( S_1 \) and \( S_2 \), we denote their composition by \( S_1 \diamond S_2 \). \( A \) denotes the identity relation on a set \( A \), i.e., \( A(x, y) \Leftrightarrow x = y \land x \in A. \)

**Candidate executions and relations.** An execution (also referred to as candidate execution [Batty et al. 2011] or execution graph [Lahav et al. 2017]) is a tuple \( X = (E, \text{po}, \text{rf}, \text{mo}) \) where \( X.E \) is a set of events and \( X.\text{po}, X.\text{rf}, X.\text{mo} \) are binary relations over \( X.E \). In particular, the **program order** \( \text{po} \) is a partial order that enforces a total order on events of the same thread. The **reads-from relation** \( \text{rf} \subseteq (W \cup \text{RMW}) \times (R \cup \text{RMW}) \) associates write/\( \text{RMW} \) events \( e_1 \) to read/\( \text{RMW} \) events \( e_2 \) reading from \( e_1 \). Naturally, we require that \( e_1.\text{loc} = e_2.\text{loc} \), and that \( \text{rf}^{-1} \) is a function, i.e., every read/\( \text{RMW} \) event has a unique writer. The **modification order** \( \text{mo} \subseteq (W \cup \text{RMW}) \times (W \cup \text{RMW}) \) is the union of modification orders \( \text{mo}_x \), where each \( \text{mo}_x \) is a total order over \( (W_x \cup \text{RMW}_x) \).

We frequently also use some derived relations (see Fig. 2). The **from-read relation** \( \text{fr} \subseteq (R \cup \text{RMW}) \times (W \cup \text{RMW}) \) relates every read or \( \text{RMW} \) event to all the write or \( \text{RMW} \) events that are \( \text{mo}- \)after its own writer. The **synchronizes-with relation** \( \text{sw} \subseteq E_{\text{acq}} \times E_{\text{acq}} \) relates release and acquire events, for instance, when an acquire read event reads from a release write. Fence instructions combined with relaxed accesses also participate in \( \text{sw} \). The **happens-before relation** \( \text{hb} \) is the transitive closure of \( \text{po} \) and \( \text{sw} \). We also project \( \text{hb} \) to individual locations, denoted as \( \text{hbloc} \).
2.2 Consistency Axioms

Consistency axioms characterize different aspects or constraints of a memory model. We broadly classify these constraints as coherence, atomicity, global ordering, and causality cycles. Different interpretations of these constraints give rise to different consistency models as shown in Fig. 2.

Coherence. In an execution, coherence enforces 'SC-per-location': the memory accesses per memory locations are totally ordered. Write-coherence enforces that mo agrees with hb. A stronger variant is strong-write-coherence, which requires that this condition holds transitively. Read coherence enforces that a read r(x) cannot read from a write w(x) if there is an intermediate write w'(x) that happens-before r(x), i.e. hb(w'(x), r(x)) holds. In the vanilla read-coherence, the notion of 'intermediate' relates to mo, i.e., we have (w(x), w'(x)) ∈ mo, while in weak-read-coherence [Lahav and Boker 2022], 'intermediate' relates to hb, i.e., we have (w(x), w'(x)) ∈ hb.

Atomicity. The property ensures that (successful) RMW accesses indeed update the memory locations atomically. Following [Lahav and Boker 2022], we consider two variants. Atomicity ensures that no intermediate write event on the same location takes place between an RMW and its writer. Weak-atomicity simply prohibits two RMW events to have the same writer.

Causality cycles. A causality cycle arises in the presence of primitives that have weaker behaviors than release-acquire accesses. Such a cycle consists of po and rf orderings and may result in 'out-of-thin-air' behavior in certain programs. To avoid such 'out-of-thin-air' behavior, many consistency models explicitly disallow such cycles [Lahav and Boker 2022; Luo and Demsky 2021]. In the absence of RLX accesses, the PO-RF axiom coincides with the requirement for hb acyclicity.

2.3 Axiomatic Consistency Models and Consistency Checking

We can now present the memory models we consider in this work. See Fig. 2 for a summary.

Sequential consistency. Sequential consistency (SC) enforces a global order on all memory accesses. This is a stronger constraint than coherence, which orders same-location memory accesses. In addition, SC also guarantees atomicity.

Release-Acquire and variants. The release-acquire (RA) memory model is weaker than SC, and is arguably the most well-understood fragment of C11. At the same time, RA enables high-performance implementations of fundamental concurrency algorithms [Desnoyers et al. 2011; Lahav et al. 2016]. Broadly, under the release-acquire semantics (including other related variants), each read-from ordering establishes a synchronization. In this case hb reduces to hb ⊆ (po ∪ rf)*. Following [Lahav and Boker 2022], we consider three variants of release-acquire models: RA, strong RA (SRA), and weak RA (WRA). These models coincide with standard variants of causal consistency [Bouajjani et al. 2017; Burckhardt 2014; Lloyd et al. 2011], which is a ubiquitous consistency model relevant also in other domains such as distributed systems.
SRA enforces a stronger coherence guarantee (namely strong-write-coherence) on write accesses compared to RA. WRA does not place any restrictions on the \( \text{mo} \) ordering between same-location writes. Instead, the only orderings considered between same-location writes are through the \([W]; \text{hbl}c; [W]\) relation. Thus, WRA provides weaker constraints for coherence and atomicity.

**RC20.** The recently introduced RC20 model [Margalit and Lahav 2021] defines a rich fragment of the C11 model consisting of acquire/release and relaxed accesses. Despite the absence of SC accesses, RC20 can express many practical synchronization algorithms, and can simulate SC fences.

**Relaxed.** Finally, the relaxed fragment of RC20 contains only \( \text{rlx} \) accesses, resulting in \( \text{hb} = \text{po} \).

**Comparison between memory models.** The above models can be partially ordered according to the behaviors (executions) they allow as \( \text{SC} \preceq \text{SRA} \preceq \text{RA} \preceq \{\text{WRA}, \{\text{RC20} \preceq \text{Relaxed}\}\} \), with models towards the right allowing more behaviors. All models are weaker than SC. Relaxed is weaker than RA but incomparable with WRA. In particular, the lack of synchronization across \( \text{rf} \) in Relaxed makes \( \text{hb} \) weaker in Relaxed compared to WRA. On the other hand, WRA allows extra behaviors over Relaxed because it does not enforce write-coherence. Finally, RC20 can be viewed as a combination of RA and Relaxed, where fences may add synchronization between relaxed accesses. See Fig. 3 for an illustration.

**Extensions of the models with non-atomics.** For ease of presentation, we do not explicitly handle non-atomic accesses. The above memory models can be straightforwardly extended to include non-atomics with “catch-fire” semantics, similarly to previous works [Lahav and Boker 2022]. Intuitively, non-atomic accesses on any given location must always be \( \text{hb} \)-ordered, as otherwise this implies a data race, leading to undefined behavior [ISO/IEC 14882 2011; ISO/IEC 9899 2011].

**The reads-from consistency problem.** An execution \( X = \langle E, \text{po}, \text{rf}, \text{mo} \rangle \) is consistent in a memory model \( M \), written \( X \models M \), if it satisfies the axioms of the model. A partial execution \( \bar{X} = \langle E, \text{po}, \text{rf} \rangle \) is an abstraction of executions without the modification order. We call \( \bar{X} \) consistent in \( M \), written similarly as \( \bar{X} \models M \), if there exists an \( \text{mo} \) such that \( X \models M \), where \( X = \langle E, \text{po}, \text{rf}, \text{mo} \rangle \). Thus the problem of reads-from consistency checking (or simply consistency checking, from now on) is to find an \( \text{mo} \) that turns \( \bar{X} \) consistent\(^\ast\).

3 **AUXILIARY FUNCTIONS, DATA STRUCTURES AND OBSERVATIONS**

Our consistency checking algorithms rely on some common notation and computations. To avoid repetition, we present these here as auxiliary functions, while we refer to Fig. 4 for examples.

**Happens-before computation.** One common component in most of our algorithms is the computation of the \( \text{hb} \)-timestamp \( \text{HB}_e : E.tids \rightarrow \mathbb{N}_{\geq 0} \) of each event \( e \), declaratively defined as

\[
\text{HB}_e(t) = \{|f | f.tid = t \land (f, e) \in \text{hb}\}
\]

That is, \( \text{HB}_e(t) \) points to the last event of thread \( t \) that is \( \text{hb} \)-ordered before (and including) \( e \). The computation of all \( \text{HB}_e \) can be computed by a relatively straightforward algorithm (see e.g., [Luo and Demsky 2021]). We will thus take the following proposition for granted in this work.

**Proposition 3.1.** The happens-before relation can be computed in \( O(n \cdot k) \) time.

\(^\ast\)Except for WRA, the axioms of which do not involve \( \text{mo} \).
**Last write and last read.** Given a thread \( t \), location \( x \), and index \( c \in \mathbb{N}_{\geq 0} \), we define

\[
\text{lastWriteBefore}(t, x, c) = \begin{cases} 
 e & \text{if } e \text{ is the last event such that, } e \in W_x \cup \text{RMW}_x, \\
\perp & \text{if no such event exists}
\end{cases}
\]

\[
\text{lastReadBefore}(t, x, c) = \begin{cases} 
 e & \text{if } e \text{ is the last event such that, } e \in R_x \cup \text{RMW}_x, \\
\perp & \text{if no such event exists}
\end{cases}
\]

In words, \( \text{lastWriteBefore}(t, x, c) \) returns the latest \( \text{po} \)-predecessor \( w(t, x) \) or \( \text{rmw}(t, x) \) of the \( c \)-th event of thread \( t \) (similarly for \( \text{lastReadBefore}(t, x, c) \)). When our consistency algorithms process a read/RMW event \( e(u, x) \), they query for \( \text{lastWriteBefore}(t, x, c) \) and \( \text{lastReadBefore}(t, x, c) \) on each thread \( t \), where \( c = \text{HB}_c(t) \). We call \( u \) the observer thread. Our efficient handling of such queries is based on the insight that, along subsequent queries from the same observer thread, \( c \) is monotonically increasing (\( \text{HB} \) timestamps are monotonic along \( \text{po} \)-ordered events). We develop a simple data structure for handling such queries as follows. For each thread \( t \), memory location \( x \), and observer thread \( u \), we maintain lists \( W\text{List}_{t,x}^u \) and \( R\text{List}_{t,x}^u \), each containing the sequence of write/RMW events and read/RMW events performed by \( t \) on \( x \), together with their thread-local indices. The parameterization by \( u \) ensures that \( u \) observes its own local version of this list. Answering a query \( \text{lastWriteBefore}(t, x, c) \) consists of iterating over \( W\text{List}_{t,x}^u \) until the correct event is identified. Subsequent queries continue the iteration from the last returned position. The total cost of traversing all these lists is \( O(n \cdot k) \) (each event appears in \( k \) lists, one per observer thread). In pseudocode descriptions, we will call \( W\text{List}_{t,x}^u \cdot \text{get}(c) \) (resp., \( R\text{List}_{t,x}^u \cdot \text{get}(c) \)) to access the event \( e = \text{lastWriteBefore}(t, x, c) \) (resp., \( e = \text{lastReadBefore}(t, x, c) \)). This implementation of \( \text{lastWriteBefore} \) and \( \text{lastReadBefore} \) is novel compared to prior works (e.g., [Luo and Demsky 2021]), and crucial for obtaining the linear-time bounds developed in our work.

**Top of, and position in rf-chain.** All memory models we consider satisfy weak-atomicity (atomicity implies weak atomicity), i.e., no two RMW events can have the same writer. This implies that all write and RMW events are arranged in disjoint \( \text{rf} \)-chains, where a chain is a maximal sequence of events \( e_0, e_1, \ldots, e_t \) (\( t \geq 0 \)), such that (i) \( e_0 \in W \) and \( e_1, \ldots, e_t \in \text{RMW} \), and (ii) \( \text{rf}^{-1}(e_t) = e_{t-1} \) for each \( i \geq 1 \). In words, we have a chain of events connected by \( \text{rf} \), starting with the top write event \( e_0 \), and (optionally) continuing with a maximal sequence of RMW events that read from this chain. Given an event \( e \in (W \cup \text{RMW}) \), we often refer to the \( \text{rf} \)-chain that contains \( e \). Specifically, the top of the chain \( \text{TC}[e] \) is the unique event \( f \) such that \( (f, e) \in \text{rf}^* \) and \( f \cdot \text{op} = w \). The position \( \text{PC}[e] \) of \( e \) in its \( \text{rf} \)-chain is \(|\{f \mid (f, e) \in \text{rf}^*\}| \). Both \( \text{TC} \) and \( \text{PC} \) can be computed in \( O(n) \) time for all events.
Algorithm 1: Checking Consistency for WRA.

Input: A partial execution $\mathcal{X} = (E, po, rf)$

1. **if** $(po \cup rf)$ is cyclic or $rf$ violates weak-atomicity **then** declare 'Inconsistent'
2. **let** $\mathbb{HB}$ be an $E$-indexed array storing the $hb$-timestamps of events
3. **let** $\{\mathcal{WList}_{t,x}^u\}^i_{u,t}$ be data structures implementing $lastWriteBefore(\cdot, \cdot, \cdot)$
4. **foreach** $e \in E$ in po-order do
5.   **case** $e = r(t, x)$ or $e = rmw(t, x)$ do
6.     **let** $w = rf^{-1}(e), t' = w.tid$ and $c = \mathbb{HB}[w][t']$
7.     **foreach** $u \in E.tids$ do
8.       **let** $c_u = \text{if } (e.op = rmw \land u = t) \text{ then } \mathbb{HB}[e][u] - 1 \text{ else } \mathbb{HB}[e][u]$
9.       **let** $w_u = \mathcal{WList}_{t,x}^u \cdot \text{get}(c_u)$
10.      **if** $(\mathbb{HB}[w_u][t'] \geq c)$ \&\& $((u = t') \Rightarrow \mathbb{HB}[w_u][t'] > c)$ **then** declare 'Inconsistent'
11. **declare** 'Consistent'

Conflicting triplets. A conflicting triplet (or just triplet, for short) is a triplet of distinct events $(e_1, e_2, e_3)$ such that (i) all events access the same location $x$, (ii) $e_1, e_3 \in (W_x \cup \text{RMW}_x)$ and $e_2 \in (R_x \cup \text{RMW}_x)$, and (iii) $rf^{-1}(e_2) = e_1$.

Finally, we state a simple lemma that is instrumental throughout the paper. This lemma identifies certain $mo$ orderings implied by the basic axioms of read-coherence, write-coherence and atomicity, and thus applies to all models except WRA. Fig. 5 provides an illustration.

**Lemma 3.2.** Let $X = \langle E, po, rf, mo \rangle$ be an execution that satisfies read-coherence, write-coherence and atomicity. Let $(w, r, w')$ be a triplet. If $(w', r) \in rf^+; \text{hb}$ and $(w', w) \notin rf^+$, then $(w', \mathbb{T}\mathbb{C}[w]) \in mo$.

### 4 CONSISTENCY CHECKING

This section presents the main results of the paper, as outlined in Section 1. We start with an algorithm for checking consistency under WRA in Section 4.1. For SRA, we show in Section 4.2 that the problem is $NP$-complete in general, but has a polynomial time algorithm for the RMW-free programs as shown in Section 4.3. Section 4.4 and Section 4.5 show that consistency checking is polynomial time for RC20 and linear-time for Relaxed along with the respective algorithms. Finally, we study the lower bound of consistency checking for RMW-free RA, WRA, and SRA in Section 4.6.

#### 4.1 Consistency Checking for WRA

We start with the WRA model, which is conceptually simpler as there is no $mo$ involved in the consistency axioms. Algorithm 1 checks for consistency in $O(n \cdot k)$, towards Theorem 1.5.

Given a partial execution $\mathcal{X} = (E, po, rf)$, the algorithm first verifies that there are no $(po \cup rf)$-cycles and every write/RMW event is read by at most one RMW event (Line 1). Afterwards, the algorithm streams the events of $E$ in an order consistent with $po$ and verifies weak-read-coherence, i.e., there is no triplet $(w, r, w')$ such that $(w, w'), (w', r) \subseteq hb$. In order to check this in linear time, the algorithm first computes the array of $hb$-timestamps (Line 2) and the last write events $lastWriteBefore(t, x, c)$ for each thread $t$, location $x$ and index $c$ (Line 3), as defined in Section 3.
In order to check that weak-read-coherence is not violated, at a read/RMW event \( e \) with \( e.tid = t \) and \( e.loc = x \), Algorithm 1 checks if there is an event \( e' \in W_x \cup \text{RMW}_x \) such that \( e' \) is \( \text{hb} \)-sandwiched between \( \text{rf}^{-1}(e) \) and \( e \). Since \( \text{po} \subseteq \text{hb} \), it suffices to check if for any thread \( u \), the event \( \text{lastWriteBefore}(u, x, \text{H}B_e[u]) \) can play the role of \( e' \) above (Line 10).

The total running time on an input partial execution \( \overline{X} \) with \( n \) events and \( k \) threads can be computed as follows. The initialization of \( \text{H}B \) and the lists \( \{WList_{t,x}\}_{t,x,u} \) and the total cost of all calls to \( \text{WList}_{t,x} \cdot \text{get}(c_u) \) takes \( O(n \cdot k) \) time (Section 3). Afterwards, the algorithm spends \( O(k) \) time at each event. This gives a total running time of \( O(n \cdot k) \). We thus have the following theorem.

**Theorem 1.5.** *Consistency checking for WRA can be solved in \( O(n \cdot k) \) time.*

### 4.2 Consistency Checking for SRA

We now turn our attention to SRA, and prove the bounds of Theorem 1.2 and Theorem 1.3.

**The hardness of consistency checking for SRA.** First, note that consistency checking is a problem in \( \mathcal{NP} \). Indeed, given a partial execution \( \overline{X} = (E, \text{po}, \text{rf}) \), one can guess a candidate \( \text{mo} \) and verify that \( X \models \text{SRA} \), where \( X = (E, \text{po}, \text{rf}, \text{mo}) \) is a complete execution, by checking against the axioms of SRA. Each axiom can be verified in polynomial time, giving us membership in \( \mathcal{NP} \). Now we turn our attention to \( \mathcal{W}[1] \)-hardness (which will also imply \( \mathcal{NP} \)-hardness). Our reduction is from the consistency problem for SC, which is known to be \( \mathcal{NP} \)-hard [Gibbons and Korach 1997] and more recently shown to be \( \mathcal{W}[1] \)-hard [Mathur et al. 2020]. We obtain hardness in two steps.

First, we observe that the consistency problem for SC is \( \mathcal{W}[1] \)-hard even over instances in which every write event is observed at most once. This can be obtained from the proof of \( \mathcal{W}[1] \)-hardness in [Mathur et al. 2020]. Towards our \( \mathcal{W}[1] \)-hardness proof for SRA, we can substitute in such instances every read access by an RMW access without affecting the SC consistency of the execution. Intuitively, as any write observed by a read does not have any other readers, the write of the substituting RMW has no effect. Formally, we have the following lemma.

**Lemma 4.1.** *Consistency checking for SC with only write and RMW events is \( \mathcal{W}[1] \)-hard in the parameter \( k \).*

Given Lemma 4.1, we can now prove Theorem 1.2. The key observation is that the strong-write-coherence of SRA implies a total order on all write/RMW events. Thus, over instances where every event is either a write or an RMW, strong-write-coherence yields a total order on all events, which, in turn, implies an SC-consistent execution. We arrive at the following theorem.

**Theorem 1.2.** *Consistency checking for SRA is \( \mathcal{NP} \)-complete, and \( \mathcal{W}[1] \)-hard in the parameter \( k \).*

**A parameterized upper bound.** We now turn our attention to Theorem 1.3, i.e., we solve consistency checking for SRA in time \( O(k \cdot n^{k+1}) \). Recall that our goal is to construct an \( \text{mo} \) that witnesses the consistency of \( \overline{X} = (E, \text{po}, \text{rf}) \). One natural approach is to enumerate all possible \( \text{mo} \)’s and check whether any of them leads to a consistent \( X \). However, this leads to an exponential algorithm regardless of the number of threads (there are exponentially many possible \( \text{mo} \)’s even with two threads) which is beyond the bound of Theorem 1.3. We instead follow a different approach.

**Algorithm.** Given the poset \( (E, \text{hb}) \), a set \( Y \subseteq E \) is said to be downward-closed if for all \( e_1 \in Y, e_2 \in E \), if \( (e_2, e_1) \in \text{hb} \) then \( e_2 \in Y \). We define a (directed) downward graph \( G_{\overline{X}} \) induced by \( (E, \text{hb}) \), and show that the question of \( \overline{X} \models \text{SRA} \) reduces to checking reachability in \( G_{\overline{X}} \). The node set of \( G_{\overline{X}} \) consists of all downward closed subsets \( S \subseteq E \), with \( \emptyset \) being the root node and \( E \) being the terminal node.
node. Given a node $S$ in $G_X$, we insert edges $S \rightarrow S'$ where $S'$ is obtained by extending $S$ with an event which is executable in $S$. An event $e$ executable in $S$ if the following conditions hold.

1. All events $e'$ such that $(e', e) \in \text{hb}$ are in $S$.
2. If $e \in (W \cup \text{RMW})$ is a write/RMW event, then it must also be enabled. We say that a write/RMW event $w$ is enabled if the holding follow.

(a) For every triplet $(w, r, w')$, if $(w', r) \in \text{hb}$, then $w' \in S$. Intuitively, executing $w$ while $w' \notin S$ represents a guess that $(w, w') \in \text{mo}$, which would violate read-coherence as $(w', r) \in \text{hb}$.

(b) For every RMW event $\text{rmw}$ and triplet $(w', \text{rmw}, w)$, if $\text{rmw} \notin S$ then $w' \notin S$. Intuitively, executing $w$ while $\text{rmw} \notin S$ but $w' = rf^{-1}(\text{rmw}) \in S$ represents a guess that $(w', w) \in \text{mo}$ and $(w, \text{rmw}) \in \text{mo}$, which would violate atomicity as it would imply $(\text{rmw}, w) \in \text{fr}$ and thus $(\text{rmw}, \text{rmw}) \in \text{fr; mo}$.

Fig. 6 illustrates the above notions. Conceptually, every path from the root $\varnothing$ to a node $S$ in $G_X$ represents an $\text{mo}$ on the write/RMW events of $S$. Although there can be exponentially many such paths, the node $S$ “forgets” their corresponding $\text{mo}$’s. Instead, $S$ represents a partial $\overline{\text{mo}}$, which orders every write/RMW event on a location $x$ of $S$ before every write/RMW event on $x$ outside $S$. The algorithm terminates and returns that $\overline{X} \models \text{SRA}$ if the node $E$ is reachable from the root node $\varnothing$ in $G_X$. Observe that $G_{\overline{X}}$ contains $O(n^k)$ nodes, while each node has $\leq k$ successors. Deciding whether a node has a transition to another node can be easily done in $O(n)$ time. Hence, the total time of the algorithm is $O(k \cdot n^{k+1})$. We thus arrive at the following theorem.

**Theorem 1.3.** Consistency checking for SRA can be solved in $O(k \cdot n^{k+1})$ time.

### 4.3 Consistency Checking for the RMW-Free Fragment of SRA

On close inspection, RMW events played a central role in the $NP$-hardness of Theorem 1.2. A natural question thus arises: does the hardness persist in the absence of RMWs? Here we show that the RMW-free fragment of SRA can be handled efficiently (Theorem 1.4). Observe that Lemma 3.2 applies to SRA, as strong-write-coherence implies write-coherence. However, the lemma admits a simplification under RMW-free SRA. In particular, as $X$ does not contain $\text{RLX}$ accesses, $(w', r) \in \text{rf}^2$; $\text{hb}$ reduces to $(w', r) \in \text{hb}$. Moreover, as $X$ is RMW-free, we have $\overline{\mathbb{x}}[w] = w$, and hence $(w', w) \in \text{mo}$. Thus, Lemma 3.2 reduces to the following corollary.

**Corollary 4.2.** Consider any execution $X = (E, \text{po}, \text{rf}, \text{mo})$ that satisfies read-coherence and strong-write-coherence. Consider any triplet $(w, r, w')$. If $(w', r) \in \text{hb}$ then $(w', w) \in \text{mo}$.

**Minimal coherence under SRA.** Corollary 4.2 identifies necessary orderings in any modification order that witnesses the consistency of $\overline{X}$. Towards an algorithm, we must also determine if there are non-trivial conditions sufficient to conclude consistency. We answer this in the positive, by capturing these conditions in the notion of minimal coherence. Consider a partial modification order $\overline{\text{mo}} = \bigcup_x \overline{\text{mo}}_x$, where each $\overline{\text{mo}}_x$ is a partial order. We call $\overline{\text{mo}}$ minimally coherent for $\overline{X}$ under SRA if the following conditions hold.

1. For every triplet $(w, r, w')$ with $(w', r) \in \text{hb}$, we have $(w', w) \in (\text{hb} \cup \overline{\text{mo}})^+$.
2. $(\text{hb} \cup \overline{\text{mo}})$ is acyclic.
Algorithm 2: Checking consistency for the RMW-free fragment of SRA.

Input: Events E, program order po and reads-from relation rf

1. if (po ∪ rf) is cyclic then declare 'Inconsistent'
2. let HB be an E-indexed array storing the hb-timestamps of events
3. let \{WList\}_t,x,u be data structures implementing lastWriteBefore(·, ·, ·)
4. foreach x ∈ E.locs do \(\text{mo}_x ← \emptyset\)
5. foreach e ∈ E in po-order do
   6. case e = r(t, x) do
      7. let \(w_{ef} = rf^{-1}(e)\)
      8. foreach u ∈ E.tids do
         9. let \(w_u = \text{WList}^t_{u,x} \cdot \text{get}(HB[e][u])\)
         10. if \(w_u ≠ w_{ef}\) then \(\text{mo}_x ← \text{mo}_x \cup \{(w_u, w_{rf})\}\)
      11. if \((hb ∪ ∪_{x∈E.locs} \text{mo}_x)\) is cyclic then declare 'Inconsistent'
6. else declare 'Consistent'

Fig. 7 illustrates the notion of minimal coherence under SRA. Observe that any mo witnessing the consistency of \(\overline{X}\) satisfies these conditions. In the following, we show that minimally coherent modification orders are also sufficient for witnessing consistency. We note that for RMW-free executions, minimal coherence coincides with the previous notions of coherence that witnesses consistency under RA [Abdulla et al. 2018; Lahav and Vafeiadis 2015; Luo and Demsky 2021]. However, these notions also handle RMWs, and are not directly applicable in SRA, as the problem of consistency checking is \(\text{NP}\)-hard for SRA with RMWs (Theorem 1.2).

Lemma 4.3. Consider any RMW-free, partial execution \(\overline{X} = (E, po, rf)\). If there exists partial modification order \(\text{mo}\) that is minimally coherent for \(\overline{X}\) under SRA, then \(\overline{X} \models \text{SRA}\).

Algorithm. Corollary 4.2 and Lemma 4.3 suggest a polynomial-time algorithm for deciding the SRA consistency of an RMW-free, partial execution \(\overline{X} = (E, po, rf)\). Similarly to WRA, we first verify that \((po ∪ rf)\) is acyclic. Then, we construct a partial modification order \(\text{mo}\) by identifying all conflicting triplets \((w, r, w')\) such that \((w', r) ∈ hb\), and inserting an ordering \((w', w) ∈ \text{mo}\). Finally, we report that \(\overline{X} \models \text{SRA}\) iff \((hb ∪ \text{mo})\) is acyclic.

Although this process runs in polynomial time, it is still far from the nearly linear bound we aim for (Theorem 1.4). The key extra step towards this bound comes from a closer look at minimal coherence: based on Item (1), it suffices to only consider conflicting triplets \((w, r, w')\) in which \(w'\) is po-maximal among all write events \(w''\) forming a conflicting triplet \((w, r, w'')\) such that \((w'', r) ∈ hb\). For each thread \(t\), we thus only need to identify the po-maximal write \(w'\) in the scheme outlined above. This concept is illustrated in Fig. 7. Consider the triplets \((w_3, r_2, w_4)\), \((w_3, r_2, w_5)\), and \((w_5, r_2, w_6)\). Only the first two satisfy the above definition (since \((w_4, r_2) ∈ hb\) but \((w_6, r_2) ∉ hb\)). In this case, only identifying the event \(w_5\) is sufficient as it is the po-maximal write among \(w_4\) and \(w_5\).

This insight is precisely formulated in Algorithm 2. The algorithm uses the auxiliary functions from Section 3 to compute the \(\text{HB}\)-timestamp of each event. Also recall that, for threads \(t\) and \(u\) and location \(x\), \(WList^t_{\_x}\) denotes (thread \(u\)’s copy of) the po-ordered list of write accesses performed by \(t\) on location \(x\). It then processes events in \(\overline{X}\) in an order consistent with \(po\) and builds a partial
modification order \(\overline{\text{mo}}\). When processing a read event \(r\), the algorithm identifies for every thread \(u\), the \(\text{po}\)-maximal write \(w'\) of \(u\) that forms a conflicting triplet \((w, r, w')\) with \((w', r) \in \text{hb}\) (Line 9), and inserts \((w', w) \in \overline{\text{mo}}\) (Line 10). Finally, it checks whether \(\overline{\text{mo}}\) violates strong-write-coherence.

**Correctness and complexity.** The completeness follows directly from Corollary 4.2: every ordering inserted in \(\overline{\text{mo}}_x\) is present in any modification order \(\text{mo}\) that witnesses the consistency of \(\overline{X}\), while the acyclicity check in Line 11 is necessary for strong-write-coherence. Hence, if the algorithm returns “Inconsistent”, we have \(\overline{X} \not\models \text{SRA}\). The soundness comes from the fact that \(\overline{\text{mo}}\) satisfies Item (1) of minimal coherence at the end of the loop of Line 5, while if the acyclicity check in Line 11 passes, \(\overline{\text{mo}}\) also satisfies Item (2) of minimal coherence. Thus, by Lemma 4.3, \(\overline{X} \models \text{SRA}\).

The time spent in computing \(\text{HB}\) and initializing and accessing the lists \(wL, eL^u_{t,x}\) is \(O(n \cdot k)\) (Section 3). The number of orderings added in \(\overline{\text{mo}}\) is \(O(n \cdot k)\), taking \(O(n \cdot k)\) total time. Finally, the check in Line 11 is \(O(n \cdot k)\) time as it corresponds to detecting a cycle on a graph with \(|E| = n\) nodes and \(\leq n \cdot (k + 1)\) edges. This gives a total running time of \(O(n \cdot k)\). We thus arrive at Theorem 1.4.

**Theorem 1.4.** Consistency checking for the RMW-free fragment of SRA can be solved in \(O(n \cdot k)\) time.

### 4.4 Consistency Checking for RC20

We now turn our attention to the full RC20 memory model, which comprises a mixture of REL, ACQ and Rlx memory accesses. Similarly to the RMW-free SRA, we obtain a nearly linear bound (Theorem 1.1). Note, however, that here we also allow RMW events. As RC20 satisfies read-coherence, write-coherence and atomicity, Lemma 3.2 applies also in this setting. However, our earlier notion of minimal coherence under SRA is no longer applicable as is — Lemma 4.3 does not hold for RC20.

Fortunately, we show this model enjoys a similar notion of coherence minimality.

**Minimal coherence under RC20.** Consider a partial modification order \(\overline{\text{mo}} = \bigcup_x \text{mo}_x\). We call \(\overline{\text{mo}}\) **minimally coherent for \(\overline{X}\)** under RC20 if the following conditions hold.

1. For every triplet \((w, r, w')\) accessing location \(x\), if \((w', r) \in \text{rf}^2; \text{hb}\) and \((w', w) \notin \text{rf}\), then \((w', x, \overline{\text{TC}}[w]) \in (\text{rf}_x \cup \text{hb}_x \cup \text{mo}_x)^*\).
2. For every two write/WM events \(w_1, w_2\) accessing location \(x\), if \((w_1, w_2) \notin \text{rf}\) and \((w_1, w_2) \in \text{mo}_x\), then \((w_1, x, \overline{\text{TC}}[w_2]) \in \text{mo}_x\).
3. \((\text{rf}_x \cup \text{hb}_x \cup \text{mo}_x)\) is acyclic, for each \(x \in E.\text{locs}\).

Fig. 8 illustrates the above definition. Observe that any \(\text{mo}\) witnessing the consistency of \(\overline{X}\) satisfies minimal coherence. As before, minimal coherence is also a sufficient witness of consistency.

**Lemma 4.4.** Consider any partial execution \(\overline{X} = (E, \text{po}, \text{rf})\). If there exists partial modification order \(\overline{\text{mo}}\) that is minimally coherent for \(\overline{X}\) under RC20, then \(\overline{X} \models \text{RC20}\).

Our algorithm for consistency checking in RC20 relies on Lemma 4.4 to construct a minimally-coherent partial modification order that witnesses the consistency of \(\overline{X}\). In particular, the algorithm employs the simple inference rule of \(\overline{\text{mo}}\) edges illustrated earlier in Fig. 5, and is a direct application of Item (1) of minimal coherence. At a glance, it might come as a surprise that such a simple rule suffices to deduce consistency. Indeed, analogous relations have been used in the past as consistency witnesses (e.g., the writes-before order [Lahav and Vafeiadis 2015], saturated traces [Abdulla et al. 2018], or C11Tester’s framework [Luo and Demsky 2021]).
Algorithm 3: Checking consistency for RC20.

Input: Events E, program order po and reads-from relation rf

1. if (po ∪ rf) is cyclic or rf violates weak-atomicity then declare 'Inconsistent'
2. let HB be an E-indexed array storing the hb-timestamps of events
3. let \{WList^u_{t,x}\}_{t,x,u} and \{RList^u_{t,x}\}_{t,x,u} be data structures implementing lastWriteBefore() and lastReadBefore()
4. let TC and FC be E-indexed arrays denoting the top and position of events in their rf-chains
5. foreach x ∈ E.locals do \(\text{mo}_x \leftarrow \emptyset\);
6. foreach e ∈ E in po-order do
   7. case e = r(t, x) or e = rmw(t, x) do
      8. let \(w_{ef} = rf^{-1}(e)\)
      9. foreach u ∈ E.tids do
         10. let \(c_u = \text{if } (e, op = rmw \land u = t) \text{ then } HB[e][u] - 1 \text{ else } HB[e][u]\)
         11. let \(w_u^e = WList^u_{t,x} \cdot \text{get}(c_u)\) and let \(w^e = rf^{-1}(RList^u_{t,x} \cdot \text{get}(c_u))\)
         12. for \(w_u \in \{w_u^e, w^e\}\) do
            13. if (\(\text{TC}[w_{ef}] \neq \text{TC}[w_u]\)) or (\(\text{FC}[w_{ef}] < \text{FC}[w_u]\)) then
               14. \(\text{mo}_x \leftarrow \text{mo}_x \cup \{(w_u, \text{TC}[w_{ef}])\}\)
5. foreach x ∈ E.locals do
6. if (\(rf_x \cup hb_x \cup \text{mo}_x\)) is cyclic then declare 'Inconsistent'
7. declare 'Consistent'

However, these witness relations are stronger than minimal coherence, while the algorithms for computing them (and thus checking consistency) have a higher polynomial complexity \(O(n^3)\) (or \(O(n^2 \cdot k)\)) compared to our nearly linear bound.

On a more technical level, not every total extension of \((rf_x \cup hb_x \cup \text{mo}_x)\) qualifies as the complete \(\text{mo}_x\) that witnesses consistency; in particular, some extensions might violate atomicity. This is also the case in prior witness relations [Abdulla et al. 2018; Lahav and Vafeiadis 2015; Luo and Damsky 2021]. However, a key difference between prior work and minimal coherence is the following. In prior witness relations, the events of an rf-chain are either totally ordered or unordered with respect to any event outside this chain. In contrast, minimal coherence allows only some events of the rf-chain ordering to be unordered. For example, in Fig. 8 observe that \((rmw_1, w_2) \in \text{mo})\). This implies that, due to atomicity, the pair \((rmw_2, w_2)\) must be ordered in any valid total extension of \(\text{mo}\). However, minimal coherence does not force \((rmw_2, w_2)\) in \(\text{mo}\). Nevertheless, our proof of Lemma 4.4 shows that, as long as \(\text{mo}_x\) is minimally coherent, there always exists an extension \(\text{mo}_x \supseteq \text{mo}_x\) that can serve as the witnessing modification order, in the spirit of the prior notions of witness relations. In Fig. 8, for example, this extension would be \(\text{mo}_x = \text{mo}_x \cup (rmw_2, w_3)\).

Algorithm. The insights made above are turned into a consistency checking procedure in Algorithm 3. This algorithm first verifies the absence of \((po \cup rf)\) cycles (which also implies that \(hb \subseteq (po \cup rf)^+\) is irreflexive), and that \(rf\) follows weak-atomicity (Line 1). Then, it computes auxiliary data discussed in Section 3 (Lines 2-4). The main computation is performed in Lines 6-14, where the algorithm constructs a minimally coherent partial modification order \(\text{mo}_x\) for each location \(x\). The algorithm iterates over all read/RMW events \(e\) accessing some location \(x\), and identifies \(w_{ef} = rf^{-1}(e)\). Then, it iterates over all threads \(u\) and identifies the po-maximal write/RMW event \(w_u\) such that either \((w', e) \in hb\) (in which case \(w'\) is the event \(w_u\) in Line 11) or \((w', e) \in rf; hb\) (in which case \(w'\) is the event \(w_u\) in Line 11). It then checks whether \((w_u, w_{ef}) \notin rf\), by checking that either \(w_u\) and \(w_{ef}\) belong to different rf-chains \((\text{TC}[w_{ef}] \neq \text{TC}[w_u])\), or \(w_{ef}\) appears earlier than \(w_u\) in
the common \( rf \)-chain (\( (\mathbb{P}C[w_{rf}] < \mathbb{P}C[w_u]) \)); see Line 13. If so, the algorithm inserts an ordering \((w_u, \mathbb{T}C[w_{rf}])\) in \( \overline{\text{mo}} \) (Line 14). Finally, Line 16 verifies that \( \overline{\text{mo}} \) satisfies write-coherence. Fig. 9a displays the resulting \( \overline{\text{mo}} \) computed by Algorithm 3 on a partial execution.

**Correctness and complexity.** Completeness follows from Lemma 3.2: every ordering inserted in \( \overline{\text{mo}} \) is present in any modification order \( \text{mo} \) that witnesses the consistency of \( \overline{X} \), while the acyclicity check in Line 16 is necessary for write-coherence. Hence, if the algorithm returns “Inconsistent”, \( \overline{X} \not\models \text{RC20} \). The soundness comes from the fact that \( \overline{\text{mo}} \) satisfies Item (1) of minimal coherence at the end of the loop of Line 6. Since all orderings inserted in \( \overline{\text{mo}} \) are to the top of an \( rf \)-chain, Item (2) of minimal coherence is trivially satisfied at all times. Finally, if the acyclicity check in Line 16 passes, \( \overline{\text{mo}} \) also satisfies Item (3) of minimal coherence. Thus, by Lemma 4.4, we have \( \overline{X} \models \text{RC20} \).

The time spent in computing \( \mathbb{H}B \), \( \mathbb{T}C \), \( \mathbb{P}C \) and accessing the lists \( \{w/LissionsL_{t,x}^{\text{u}}\}_{t,x,u} \) and \( \{RList_{t,x}^{\text{u}}\}_{t,x,u} \) is \( O(n \cdot k) \) (Section 3). The number of orderings added in \( \overline{\text{mo}} \) is \( O(n \cdot k) \), taking \( O(n \cdot k) \) total time. For each location \( x \in E.locs \), the acyclicity check in Line 16 can be performed in \( O(n_x \cdot k) \) time, where \( n_x = |W_x \cup RMW_x| \). For this, we construct a graph \( G_x \) that consists of all events \( (W_x \cup RMW_x) \) and \( O(n_x \cdot k) \) edges. Given two events \( e_1 = (t_1, x), e_2 = (t_2, x) \) we have an edge \( e_1 \rightarrow e_2 \) in \( G_x \) iff \( (e_1, e_2) \in (rf \cup \overline{\text{mo}}) \) or \( e_1 = \text{lastWriteBefore}(t_1, x, \mathbb{H}B[e_2][t_1] - 1) \). We then check for a cycle in \( G_x \). Repeating this for all locations \( x \), we obtain \( O(n \cdot k) \) total time. We thus arrive at Theorem 1.1.

**Theorem 1.1.** *Consistency checking for RC20 can be solved in \( O(n \cdot k) \) time.*

### 4.5 Consistency Checking for Relaxed

We now turn our attention to the Relaxed fragment. As a strict subset of RC20 (where \( \text{hb} = \text{po} \)), consistency checking for this model can be performed in \( O(n \cdot k) \) time by Theorem 1.1. Although this bound is nearly linear time, here we show that the Relaxed fragment enjoys a *truly* linear time consistency checking, independent of \( k \) (Theorem 1.6). This improvement is based on two insights.

As \( rf \) edges do not induce any synchronization in this fragment, our first insight is that the input partial execution \( \overline{X} = (E, \text{po}, rf) \) can be partitioned into separate executions \( \overline{X}_x = (E_x, \text{po}_x, rf_x) \), one for each location \( x \in E.locs \). Indeed, we have \( \overline{X} \models \text{Relaxed iff acy}(\text{po} \cup rf) \) and \( \overline{X}_x \models \text{Relaxed} \) for each \( x \in E.locs \). Thus, without loss of generality, we may assume that \( \overline{X} \) consists of a single location. Our second insight comes from the simplified formulation of minimal coherence under Relaxed.

**Minimal coherence under Relaxed.** Let us revisit the concept of minimal coherence under RC20. Focusing on the Relaxed fragment, we have \( \text{hb} = \text{po} \). Thus, the first and third conditions of minimal coherence are reduced to the following.

1. For every triplet \((w, r, w')\) accessing location \( x \), if \((w', r) \in rf^2; \text{po} \) and \((w', w) \notin rf^* \), we have \((w', \mathbb{T}C[w]) \in (rf_x \cup \text{po}_x \cup \overline{\text{mo}}_x)^+ \).

2. \((rf_x \cup \text{po}_x \cup \overline{\text{mo}}_x) \) is acyclic, for each \( x \in E.locs \).

Similarly to RC20, Fig. 8 also serves as an illustration of the above definition. The key insight towards a truly linear-time algorithm is as follows. Consider the execution of Algorithm 3 on a partial execution $\overline{X}$ under Relaxed semantics. Further, consider a read/RMW event $e$ processed by the algorithm with $w_{rf} = rf^{-1}(e)$. Among all events $w'$ forming a triplet $(w_{rf}, e, w')$ and such that $(w', e) \in RA$; po, there exists one that is $(rf \cup po \cup \overline{m_o})^{r-}$-maximal. In particular, if the immediate po-predecessor of $e$ is a read event $r$, then the event $rf^{-1}(r)$ is this maximal $w'$. Otherwise, the immediate po-predecessor of $e$ is a write/RMW event $w''$, which is also the maximal $w'$. Thus, it suffices to keep track of this information on-the-fly, and only insert $(w', \mathcal{T}[w_{rf}])$ in $\overline{m_o}$, if necessary, to make $\overline{m_o}$ minimally-coherent. As we now do not have to compute $\mathbb{H}$-timestamps or iterate over all threads during the processing of $e$, we have a truly linear-time algorithm.

**Algorithm.** The above insights are turned into an algorithm in Algorithm 4. The algorithm first verifies that $(po \cup rf)$ is acyclic and $rf$ satisfies weak-atomicity (Line 1). Then, it performs a separate pass for each location $x$ and constructs the minimally coherent $\overline{m_o}$. To this end, it keeps track in LW$_{t,x}$ the unique $(rf \cup po \cup \overline{m_o})^{r-}$-maximal write/RMW event that has an $rf^{t}$; po path to the current event of thread $t$. When a read/RMW event $e$ is processed, the algorithm potentially updates $\overline{m_o}$ with an ordering $(LW_{t,x}, \mathcal{T}[w_{rf}])$ (Line 10), using the same condition as in Algorithm 3. Fig. 9 contrasts the $\overline{m_o}$ computed by Algorithm 4 to the $\overline{m_o}$ computed by Algorithm 3 on the same partial execution but with different access levels. We arrive at the following theorem.

**Theorem 1.6.** Consistency checking for Relaxed can be solved in $O(n)$ time.

### 4.6 A Super-Linear Lower Bound for RMW-Free RA, WRA, and SRA

Finally, we address the existence of a truly linear-time algorithm for any model other than Relaxed. We show that this is unlikely, by proving the two lower bounds of Theorem 1.7. The proof is via a fine-grained reduction from the problem of checking triangle freeness in undirected graphs, which suffers the same lower bounds. That is, there is no algorithm (resp. combinatorial algorithm, under the BMM hypothesis) for checking triangle-freeness in time $O(n^{o(2-\varepsilon)})$ (resp. $O(n^{3/2-\varepsilon})$) for any fixed $\varepsilon > 0$ [Williams and Williams 2018], where $n$ is the number of nodes in the graph.
Fig. 10. Left: A graph $G$ with three nodes $V_G = \{1, 2, 3\}$ containing a triangle. Right: A slice of the partial execution $\bar{X}$ for $G$. We have $(w_2, w_3) \in \text{hb}$ and $(w_2, r_2^3) \in \text{hb}$, thus violating weak read coherence in $\bar{X}$.

**Reduction.** Given a graph $G = (V_G, E_G)$ of $n$ vertices, we construct an RMW-free partial execution $\bar{X} = \langle E, po, rf \rangle$ with $|E| = O(n)$ such that $\bar{X}$ is consistent with any of RA, WRA and SRA iff $G$ is triangle-free. For simplicity, we let $V_G = \{1, \ldots, n\}$.

**Events and memory locations.** We start with the event set $E$. For the moment, all events belong to different threads, while we only define the memory location of an event when relevant. For every node $\alpha \in V_G$, $\bar{X}$ contains (i) a location $y_\alpha$ and a write event $w_\alpha(y_\alpha)$ and (ii) auxiliary “junction” events $rJxn_\alpha$ and $wJxn_\alpha$ on fresh locations. For every edge $(\alpha, \beta) \in E_G$ with $\alpha < \beta$, $\bar{X}$ contains (i) an event $e_{(\alpha, \beta)}$ that accesses a fresh location, (ii) a read event $r^\alpha_\beta(y_\beta)$, and (iii) a write event $w^\beta_\alpha(y_\alpha)$.

**Relations rf and hb.** We now define the rf relation. Our construction also makes certain events hb ordered. This can be done trivially by introducing auxiliary events with an rf relation between them, while $\bar{X}$ remains of size $O(n)$. In particular, every $(e_1, e_2) \in \text{hb}$ edge can be simulated using fresh events $r, w$ such that (i) $(w, r) \in \text{rf}$ (ii) $(e_1, w) \in \text{po}$, and (iii) $(r, e_2) \in \text{po}$. For simplicity of presentation, we do not mention these events explicitly, but rather directly the hb relation they result in. For every edge $(\alpha, \beta) \in E_G$ with $\alpha < \beta$, we have the following relations:

- $(w_\beta, r^\alpha_\beta) \in \text{rf}$
- $(w_\alpha, w^\beta_\alpha) \in \text{hb}$
- $(w^\beta_\alpha, wJxn_\beta) \in \text{hb}$
- $(e_{(\alpha, \beta)}, rJxn_\alpha) \in \text{hb}$
- $(rJxn_\alpha, r^\alpha_\beta) \in \text{hb}$

Fig. 10 illustrates the above construction for a slice of the constructed partial execution $\bar{X}$. We conclude with a proof sketch of Theorem 1.7, and refer to [Tunç et al. 2023a] for the full proof.

**Correctness and time complexity.** If there is a triangle $(\alpha, \beta, \gamma)$ in $G$ with $\alpha < \beta, \gamma$, then $(w^\gamma_\beta, r^\alpha_\beta) \in \text{hb}$ because of the sequence of hb edges: $(w^\gamma_\beta, wJxn_\gamma), (wJxn_\gamma, e_{(\gamma, \alpha)}), (e_{(\gamma, \alpha)}, rJxn_\alpha), (rJxn_\alpha, r^\alpha_\beta)$. Together with $(w_\beta, r^\alpha_\beta) \in \text{rf}$ and $(w_\beta, w^\beta_\alpha) \in \text{hb}$ by construction, we obtain a weak-read-coherence violation. In the other direction, if there are no triangles in $G$, then the modification order $\text{mo} = \bigcup_{\alpha \in V_G} \text{mo}_{y_\alpha}$ where $\text{mo}_{y_\alpha}$ orders $w_\alpha$ before every other write $w^\beta_\alpha$ on $y_\alpha$, makes $X = \langle X, E, X, \text{po}, X, \text{rf}, \text{mo} \rangle$ SRA- (and thus also RA- and WRA-) consistent. Such an mo ensures that (hb $\cup$ mo) is acyclic. Triangle-freeness ensures read-coherence — a violation of read coherence implies that there are three events $e_1 = w_\beta, e_2 = w^\beta_\alpha, e_3 = r^\alpha_\beta$ such that $(e_1, e_3) \in \text{rf}$, $(e_1, e_2) \in \text{mo}$ and $(e_2, e_3) \in \text{hb}$, implying a triangle $(\alpha, \beta, \gamma)$ in $G$. The total time to construct $\bar{X}$ is $O(|V_G| + |E_G|)$. Further, our reduction is completely combinatorial. We thus arrive at the following theorem.

**Theorem 1.7.** There is no consistency-checking algorithm for the RMW-free fragments of any of RA, WRA, and SRA that runs in time $O(n^{3/2+\varepsilon})$, for any fixed $\varepsilon > 0$. Moreover, there is no combinatorial algorithm for the problem that runs in time $O(n^{3/2-\varepsilon})$, under the combinatorial BMM hypothesis.

**5 EXPERIMENTAL EVALUATION**

We implemented our consistency-checking algorithms for RA/RC20 and evaluated their performance on two standard settings of program analysis, namely, (i) **stateless model checking**, using
TruSt [Kokologiannakis et al. 2022], and (ii) online testing, using C11Tester [Luo and Demsky 2021]. These tools are designed to handle variants of C11 including SC accesses, and performing race-detection, which are beyond the scope of this work. Here, we focus on the consistency-checking component for the RA/RC20 fragment, which is common in these tools and our work. We conducted our experiments on a machine running Ubuntu 22.04 with 2.4GHz CPU and 64GB of memory.

Benchmarks. We used standard benchmark programs from prior state-of-the-art verification and testing papers [Abdulla et al. 2018; Kokologiannakis and Vafeiadis 2021; Luo and Demsky 2021; Norris and Demsky 2013], as well as the applications Silo, GDAX, Mabain, and Iris [Luo and Demsky 2021] for online testing. These benchmarks use C11 concurrency primitives extensively. For thorough evaluation, we have scaled up some of them, when their baseline versions were too small, by increasing the number of threads or loop counters. Some benchmarks also contain accesses outside our scope; we converted those accesses to access modes applicable for our experiments, in line with the evaluation in prior works [Abdulla et al. 2018; Lahav and Margalit 2019].

5.1 Stateless Model Checking
The TruSt model checker explores all behaviors of a bounded program by enumerating executions, making use of different strategies to avoid redundant exploration. One such strategy is to enumerate partial executions \(\mathcal{X}\) and perform a consistency check for the maximal ones, to verify that they represent valid program behavior. As the number of explored executions is typically large, it is imperative that consistency checks are performed as fast as possible.

Consistency checking inside TruSt. The algorithm for consistency checking in TruSt constructs a writes-before order \(w_b\) [Lahav and Vafeiadis 2015], which is a partial modification order that serves as a witness of consistency. The time taken to construct \(w_b\) is \(O(n^3)\), which has been identified as a bottleneck in the model checking task [Kokologiannakis et al. 2022, 2019]. We replaced TruSt’s \(w_b\) algorithm for consistency checking with the \(\text{mo}\) computation of Algorithm 3, and measured (i) the speedup realized for consistency checking, and (ii) the effect of this speedup on the overall model-checking task. We executed TruSt on several benchmarks, each with a time budget of 2 hours, measuring the average time for consistency checking (for evaluating (i)) as well as the total number of executions explored (for evaluating (ii)). Finally, we note that TruSt employs a number of simpler consistency checks during the exploration. Although we expect that our new algorithm can improve those as well, we have left them intact as it was unclear to us how they interact with the rest of the tool, and in order to maintain soundness of the obtained results.

Experimental results. Our results are shown in Table 1. We mark with \(\dagger\) benchmarks on which the model checker found an error and halted early. We observe that Algorithm 3 is always faster, typically by a significant margin. The maximum speedup for consistency checking is \(162\times\), and the geometric mean of speedups is \(36\times\). Regarding the number of executions, the model checker explores \(4.3\times\) more on (geometric) average, and as high as \(71.6\times\) more, when using Algorithm 3. In some benchmarks, the two approaches observe a similar number of executions. This is due to consistency checking being only part of the overall model-checking procedure, which also consists of other computationally intensive tasks such as backtracking. As consistency checking appears now to not be a bottleneck, it is meaningful to focus further optimization efforts on these other tasks. For \(\text{taslock}\), we noticed a livelock that blocks the model checker. Overall, our experiments highlight that the benefit of the new, nearly linear time property of consistency checking leads to a measurable speedup that positively impacts the overall efficiency of model checking. We refer to [Tunç et al. 2023a] for experiments on RC20, which lead to the same qualitative conclusions.
Table 1. Impact on model checking. Columns 2 and 3 denote the average time (in seconds) spent in consistency checking by resp. TruSt and our algorithm. Columns 5 and 6 denote the total number of executions explored by resp. TruSt and our algorithm. Columns 4 and 7 denote the respective speedups and ratios.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Avg. Time</th>
<th>Executions</th>
<th></th>
<th>Benchmark</th>
<th>Avg. Time</th>
<th>Executions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TruStOur Alg.</td>
<td>S</td>
<td></td>
<td>R</td>
<td>TruStOur Alg.</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>barrier</td>
<td>0.5</td>
<td>0.01</td>
<td>45.0</td>
<td>14K</td>
<td>81K</td>
<td>780</td>
<td>5.98</td>
</tr>
<tr>
<td>bul-ring</td>
<td>1.6</td>
<td>0.02</td>
<td>79.5</td>
<td>3K</td>
<td>6K</td>
<td>5.25</td>
<td>mutex</td>
</tr>
<tr>
<td>chase-lev†</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>peterson</td>
</tr>
<tr>
<td>control-flow</td>
<td>0.08</td>
<td>0.01</td>
<td>8.0</td>
<td>88K</td>
<td>1M</td>
<td>16.56</td>
<td>qu</td>
</tr>
<tr>
<td>dekker</td>
<td>0.2</td>
<td>0.01</td>
<td>24.0</td>
<td>26K</td>
<td>64K</td>
<td>2.45</td>
<td>seqlock</td>
</tr>
<tr>
<td>dq</td>
<td>0.1</td>
<td>0.01</td>
<td>13.0</td>
<td>40K</td>
<td>163K</td>
<td>4.11</td>
<td>sigma</td>
</tr>
<tr>
<td>exp-bench</td>
<td>0.1</td>
<td>0.01</td>
<td>13.0</td>
<td>55K</td>
<td>2M</td>
<td>29.98</td>
<td>spinlock</td>
</tr>
<tr>
<td>fib-bench</td>
<td>1.6</td>
<td>0.01</td>
<td>162.0</td>
<td>4K</td>
<td>315K</td>
<td>71.63</td>
<td>szymanski</td>
</tr>
<tr>
<td>gcd</td>
<td>0.3</td>
<td>0.01</td>
<td>31.0</td>
<td>18K</td>
<td>80K</td>
<td>4.46</td>
<td>ticklock</td>
</tr>
<tr>
<td>lamport</td>
<td>0.4</td>
<td>0.01</td>
<td>36.0</td>
<td>17K</td>
<td>93K</td>
<td>5.54</td>
<td>treiber</td>
</tr>
<tr>
<td>linux_rwlock</td>
<td>0.4</td>
<td>0.01</td>
<td>40.0</td>
<td>12K</td>
<td>32K</td>
<td>2.75</td>
<td>ttaslock</td>
</tr>
<tr>
<td>mcs-spinlock</td>
<td>1.1</td>
<td>0.01</td>
<td>108.0</td>
<td>5K</td>
<td>38K</td>
<td>7.19</td>
<td>twalock</td>
</tr>
<tr>
<td>mpmc</td>
<td>0.7</td>
<td>0.01</td>
<td>66.0</td>
<td>10K</td>
<td>77K</td>
<td>8.01</td>
<td></td>
</tr>
</tbody>
</table>

5.2 Online Testing

We now turn our attention to the online testing setting using C11Tester’s framework. In C11Tester’s setting, a partial execution \( \overline{X} \) is constructed incrementally, by iteratively (i) revealing a randomly chosen new read/RMW event \( r \), (ii) choosing a valid writer \( rf(r) \), and (iii) continuing the execution of the program until the next read/RMW events. Hence, every iteration requires a consistency check. Although we could use Algorithm 3 from scratch at each step, this would result in unnecessary recomputations of \( mo \). Instead, we follow a different approach here — we maintain \( mo \) on-the-fly, in a way that incremental consistency checks can be done more efficiently.

**Incremental consistency checking.** Our incremental algorithm constructs a similar minimally coherent partial modification order \( mo \) as our offline algorithm (Algorithm 3). However, unlike the offline setting, we need efficient incremental consistency checks. For this, we maintain a per-location order \( hb_{mo} \) on write/RMW events that satisfies following invariants: (i) \( hb_{mo} \subseteq (hb \cup \overline{mo})^{+} \) and (ii) \( (hb_{x} \cup (\overline{mo}_{x}; po_{x}^{+})) \subseteq hb_{mo} \). In order to decide whether a new read/RMW event \( r(x) \) can observe a write/RMW event \( w(x) \), we must determine if there exists another write/RMW event \( w'(x) \) such that \( (w', r) \in hb_{x} \) and \( (w', w) \in (hb_{x} \cup \overline{mo}_{x})^{+} \), as this would lead to a consistency violation. Using \( hb_{mo} \), this check is performed as follows: (a) for each thread \( u \), we identify the po-maximal write/RMW event \( w'(u, x) \) for which \( (w', r) \in hb \), and (b) we update \( hb_{mo} \leftarrow hb_{mo} \cup \{(w', w) | ((w', w') \in hb_{mo}^{+}) \}. Due to invariant (ii), at this point we are guaranteed that, for all write events \( w' \), we have \( (w', w') \in hb_{mo} \iff (w', w') \in (hb_{x} \cup \overline{mo}_{x})^{+} \). We can now test whether \( w' \) is a valid writer for \( r \) by checking whether \( (w', w') \in hb_{mo} \), for one of the aforementioned write/RMW events \( w' \). We refer to [Tunç et al. 2023a] for implementation details.

**Main differences with C11Tester.** The consistency-checking algorithm implemented inside C11Tester also infers \( mo \) orderings as implied by read and write coherence. The two key differences between that approach and our incremental algorithm described above are the following: (i) C11Tester’s \( mo \) is stronger than our minimally coherent \( mo \) that is contained in \( hb_{mo} \), and (ii) this \( mo \) is always maintained transitivity-closed. These two differences are expected to make
hbmo computationally cheaper to maintain than C11Tester’s mo. Although we also have to compute transitive paths hbmo⁺ when encountering read/RMW operations (step (b) above), in our experience, these paths typically touch a small part of the input, leading to an efficient computation.

Table 2. Impact on online testing. Columns 2, 3 and 4 give the average number of events, threads and locations in each benchmark. Columns 5 and 6 denote the average times in seconds to check for consistency by resp. C11Tester and our algorithm. Column 6 denotes the speedup.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>control-flow</td>
<td>52K</td>
<td>25</td>
<td>3</td>
<td>4.2</td>
<td>0.04</td>
<td>104.25</td>
<td>mutex</td>
<td>15M</td>
<td>11</td>
<td>11</td>
<td>20.9</td>
<td>16.8</td>
<td>1.24</td>
</tr>
<tr>
<td>sigma</td>
<td>36K</td>
<td>10</td>
<td>9</td>
<td>2.4</td>
<td>0.03</td>
<td>80</td>
<td>gdax</td>
<td>11M</td>
<td>5</td>
<td>46K</td>
<td>7.0</td>
<td>5.7</td>
<td>1.23</td>
</tr>
<tr>
<td>dq</td>
<td>599K</td>
<td>4</td>
<td>2</td>
<td>22.1</td>
<td>0.5</td>
<td>46.78</td>
<td>spinlock</td>
<td>5M</td>
<td>11</td>
<td>10</td>
<td>7.0</td>
<td>5.9</td>
<td>1.18</td>
</tr>
<tr>
<td>iris-1</td>
<td>1M</td>
<td>12</td>
<td>45</td>
<td>28.4</td>
<td>1.8</td>
<td>16.25</td>
<td>ticketlock</td>
<td>14M</td>
<td>6</td>
<td>20</td>
<td>15.7</td>
<td>13.2</td>
<td>1.18</td>
</tr>
<tr>
<td>seqlock</td>
<td>478K</td>
<td>17</td>
<td>20</td>
<td>14.4</td>
<td>1.4</td>
<td>10.38</td>
<td>itaslock</td>
<td>5M</td>
<td>11</td>
<td>10</td>
<td>7.8</td>
<td>6.6</td>
<td>1.18</td>
</tr>
<tr>
<td>exp-bug</td>
<td>2M</td>
<td>4</td>
<td>2</td>
<td>1.6</td>
<td>0.7</td>
<td>2.35</td>
<td>fib-bench</td>
<td>6M</td>
<td>3</td>
<td>2</td>
<td>3.3</td>
<td>2.8</td>
<td>1.18</td>
</tr>
<tr>
<td>chase-lev</td>
<td>7M</td>
<td>5</td>
<td>2</td>
<td>12.4</td>
<td>5.4</td>
<td>2.3</td>
<td>qu</td>
<td>1M</td>
<td>10</td>
<td>29</td>
<td>1.6</td>
<td>1.3</td>
<td>1.18</td>
</tr>
<tr>
<td>linuxrwlocks</td>
<td>7M</td>
<td>6</td>
<td>10</td>
<td>10.9</td>
<td>5.9</td>
<td>1.84</td>
<td>treiber</td>
<td>1M</td>
<td>6</td>
<td>11</td>
<td>1.1</td>
<td>1.0</td>
<td>1.12</td>
</tr>
<tr>
<td>mabain</td>
<td>5M</td>
<td>6</td>
<td>18</td>
<td>7.3</td>
<td>4.0</td>
<td>1.82</td>
<td>silo</td>
<td>8M</td>
<td>4</td>
<td>4K</td>
<td>5.3</td>
<td>4.8</td>
<td>1.1</td>
</tr>
<tr>
<td>iris-2</td>
<td>12M</td>
<td>3</td>
<td>12</td>
<td>9.9</td>
<td>5.7</td>
<td>1.72</td>
<td>barrier</td>
<td>8M</td>
<td>5</td>
<td>20</td>
<td>7.8</td>
<td>7.4</td>
<td>1.04</td>
</tr>
<tr>
<td>mcs-lock</td>
<td>10M</td>
<td>11</td>
<td>30</td>
<td>17.8</td>
<td>12.2</td>
<td>1.45</td>
<td>mpmc</td>
<td>9M</td>
<td>10</td>
<td>3</td>
<td>12.9</td>
<td>12.5</td>
<td>1.03</td>
</tr>
<tr>
<td>lamport</td>
<td>6M</td>
<td>3</td>
<td>5</td>
<td>3.4</td>
<td>2.5</td>
<td>1.36</td>
<td>indexer</td>
<td>2M</td>
<td>17</td>
<td>128</td>
<td>1.6</td>
<td>1.5</td>
<td>1.03</td>
</tr>
<tr>
<td>peterson</td>
<td>5M</td>
<td>3</td>
<td>4</td>
<td>2.9</td>
<td>2.2</td>
<td>1.29</td>
<td>buf-ring</td>
<td>5M</td>
<td>9</td>
<td>12</td>
<td>7.0</td>
<td>6.8</td>
<td>1.02</td>
</tr>
<tr>
<td>spsc</td>
<td>10M</td>
<td>3</td>
<td>699</td>
<td>6.4</td>
<td>5.0</td>
<td>1.28</td>
<td>ms-queue</td>
<td>4M</td>
<td>11</td>
<td>13</td>
<td>8.2</td>
<td>8.2</td>
<td>0.99</td>
</tr>
<tr>
<td>dekker</td>
<td>16M</td>
<td>3</td>
<td>3</td>
<td>9.2</td>
<td>7.2</td>
<td>1.27</td>
<td>gcd</td>
<td>5M</td>
<td>3</td>
<td>2</td>
<td>2.2</td>
<td>2.5</td>
<td>0.89</td>
</tr>
<tr>
<td>twalock</td>
<td>4M</td>
<td>11</td>
<td>4K</td>
<td>8.9</td>
<td>7.0</td>
<td>1.26</td>
<td>szymsanski</td>
<td>4M</td>
<td>3</td>
<td>3</td>
<td>1.8</td>
<td>2.3</td>
<td>0.81</td>
</tr>
<tr>
<td><strong>Totals</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>196M</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>286.4</td>
<td>170.8</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Experimental results. Our results are shown in Table 2. For robust measurements, we report averages over 10 executions per benchmark, focusing on benchmarks for which at least one algorithm took ≥ 1s. Our approach achieves a maximum speedup of 104.2× and a geometric speed-up of 2×. In more detail, we observe significant improvement in the first 5 benchmarks, and consistent speedups of at least 1.2× on 18 benchmarks. We have encountered only 2 benchmarks, gcd and szymsanski, on which the new algorithm is arguably slower. These benchmarks contain no RMWs and only a small number of write events. This results in the computation of very small modification orders, diminishing the benefit of our algorithm and results in a marginal slowdown.

6 CONCLUSION

Checking the reads-from consistency of concurrent executions is a fundamental computational task in the development of formal concurrency semantics, program verification and testing. In this paper we have addressed this problem in the context of C11-style weak memory models, for which this problem is both highly meaningful, and intricate. We have developed a collection of algorithms and complexity results that are either optimal or nearly-optimal, and thus accurately characterize the complexity of the problem in this setting. Further, our experimental evaluation indicates that the new algorithms have a measurable, and often significant, impact on the consistency-checking tasks that arise in practice. Thus our algorithms enable the development of more performant and scalable program analysis tools in this domain. This work is focused on non-SC fragments of C11, as otherwise, consistency checking inherits the NP-hardness of SC consistency checking. For applications having an abundance of SC accesses, however, a meaningful direction for future work is to combine our techniques with heuristics developed for checking SC consistency (e.g., [Abdulla et al. 2018; Pavlogiannis 2019]), and apply them on programs that mix all types of C11 accesses.
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