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Introduction 
A substantial amount of research has been conducted in order to identify variables that 

are predictors of success of students aiming for a university degree. Investigated variables 
encompass among other things gender (Bennedsen & Caspersen, 2005; Rountree, Rountree & 
Robins, 2002), the educational level of parents (Ting & Robinson, 1998) and ACT/SAT scores 
(Bennedsen & Caspersen, 2005; Rountree, Rountree & Robins, 2002; Sanders, 1998). These 
factors represent scientific competences (math score for example) or unbiased factors (e.g. 
gender). However, these variables do not account for all of the variation in academic success. 
Many teachers within computer science seem to  find abstraction power to be a major success 
factor (see e.g. Alphonce & Ventura, 2002; Nguyen & Wong, 2001; Or-Bach & Lavy, 2004), but 
to our knowledge no one have done research to verify if abstraction power is actually a predictor 
for success. We believe that one of the reasons for this lacking investigation is the lack of a 
suitable definition of levels of abstraction and test-instruments for evaluating the students’ level 
of abstraction.  

Research on success factors has been conducted both in the general context of education, 
within computer science, and in the more topic specific area of introductory programming 
(Bennedsen & Caspersen, 2005; Bergin & Reilly 2005; Byrne & Lyons 2001; Leeper & Silver 
1982). Even in the area of introductory object-oriented programming there has been research 
trying to establish general factors to predict success or failure of particular students. Especially 
the work of Phil Ventura (2003) focus on a systematic evaluation of hypothesis related to the 
factors for success of an introductory programming course using an objects-first approach (The 
Joint Task Force on Computing Curricula 2001). The results are documented in (Ventura 2003; 
Ventura & Ramamurthy 2004).  

As always, there are some preconditions to the research. One important precondition is 
the characteristics of the course that founds the basis of the research. Ventura used a CS1 course 
with a graphics early approach (Ventura & Ramamurthy 2004, p. 241). In our research, we look 
for potential success factors for an introductory programming using a different approach than 
Ventura’s, a so-called model-based approach to programming (Bennedsen & Caspersen 2004). 
Both courses are objects-first.  

Our hypothesis is “A person’s abstraction power has a positive influence on his or her 
ability to program”  

Abstraction power 
Many educators within the computer science field argue that abstraction is a core 

competence – see e.g. (Alphonce & Ventura, 2002; Nguyen & Wong, 2001; Or-Bach & Lavy, 
2004). However, no one has defined what is meant by abstraction. In this research, we use the 
levels of cognitive development and test defined by Shayer and Adey (Adey & Shayer 1994; 
Shayer & Adey 1981) as a way to define and describe abstraction power.  Based on Piaget’s 
work on the nature of knowledge Shayer and Adey define eight stages of cognitive development 
of pupils (Adey & Shayer 1994 p. 30) 

1 Pre-operational 
2A Early concrete  

2A/2B Mid concrete 
2B Late concrete  

2B* Concrete generalization 
3A Early formal  

3A/3B Mature formal 
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3B Formal generalization 
Table 1: Cognitive development stages 

Shayer and Adey use it in the age range of 5 to 16 year old pupils. We use the stages on 
students in the range of 18 to 22. Shayer and Adey found that at the age of sixteen 30 percent of 
the pupils were at stage 3A and only approximately 10 percent at stage 3B. Further more they 
found that the curve describing the progression of stages was very flat at that age. We therefore 
believe it will be relevant to use this stage model to describe the students cognitive development 
stage. 

Based on Inhelder and Piaget (1958), Adey and Shayer describe what they call 
“reasoning patterns of formal operations” and group the eight patterns in three groups: handling 
of variables, relationships between variables and formal methods. See Adey and Shayer (1994) p. 
17-25 for a more exhaustive description. A person can of course be at a higher development 
stage in one of these reasoning patterns, but “one would not find an individual competently 
fluent with one or two of the reasoning patterns who would not, with very little experience, 
become fluent with them all” (Ibid. p. 17). 

Shayer and Adey have developed several tests to determine the students’ cognitive stage. 
These tests focus on several of the reasoning patterns, but since the students “with very little 
experience, become fluent with them all” we find it sufficient to use only one test. We will use 
the so called “pendulum” test; a test that has been used for a long time to test children’s 
understanding of the laws of the physical world (Bond, 2004). Shayer and Adey argues that the 
pendulum test is particular focused on testing the cognitive development stages from 2B to 3B 
(Adey & Shayer, 1994, p. 30) – the span of cognitive stages we find relevant to test for our age 
group. It furthermore focuses on one of the most relevant group of reasoning patterns for 
computer science education: handling of variables. 

The ability to program 
The term “learn to program” is not a well-defined term – there are many interpretations 

of this. du Boulay (1989, p. 283f) describes five overlapping domains and potential sources of 
problems that the learner must grasp in order to learn programming: 

1. General orientation: What is the general idea of programs, what are they for and what can 
be done with them? 

2. The notational machine: An abstract model of the machine when it executes programs 
(i.e. the meaning of the running program).  

3. Notation: The syntax and semantics of the programming language used. 
4. Structures: (Abstract) solutions to standard problems, a structured set of related 

knowledge.  
5. Pragmatics: The skills of planning, developing, testing, debugging and so on. 

We will use du Boulay’s five domains as a guide for the content the students must learn. 
However du Bouley does not describe the level of detail that each domain must be learned. In 
this study we will study students who have participated in two programming courses at 
university level – an introductory course (a CS1 course called dIntProg) and a more advanced 
course (a CS2 course called dProg2). These courses have their particular interpretation of what it 
means “to learn to program”, but both of them focus more or less on all of du Boulay’s domains. 

The context of the study 
The students in this research all study at the faculty of science at the University of 

Aarhus, Denmark. They all follow dIntProg as an obligatory part of their study program. The 
course runs for seven weeks. One to two weeks after the course there is a lab test with a binary 
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pass/fail grading. Every week there are four lecture hours, two lab hours and two class hours 
with a teaching assistant (TA).  Besides scheduled hours, the students are supposed to work 
approximately seven hours per week in study groups or on their own. 

There are roughly 300 students from a variety of study programmes, e.g. computer 
science, mathematics, geology, nano science, economy, multimedia, etc.  40 % are majors in 
computer science, and they are the only group of students that continue with the second half of 
CS1.  The rest of the students proceed to other programming courses related to their fields (e.g. 
multimedia programming, scientific computing, etc.). 

The goal is that the student learns the foundation for systematic construction of simple 
programs and through this obtains knowledge about the role of conceptual modelling in object-
oriented programming.  Furthermore, it is the goal that the student becomes familiar with a 
modern programming language, fundamental programming language concepts, and selected 
class libraries.  

The course content is fundamental programming language concepts, object-orientation, 
and techniques for systematic construction of simple programs. For further details on the 
structure and contents of the course, see Bennedsen and Caspersen 2004 and Fjuk, Berge, 
Bennedsen and Caspersen (2004). 

The students who will major in computer science follow the second programming course 
(dProg2). The content of this course is (dProg2, 2005) 

Advanced programming language concepts and techniques for design, specification and 
implementation of slightly larger programs. 

• Language concepts: Abstract data types, polymorphism, events, exceptions, streams 
and threads. 

• Design: General design criteria and selected design patterns. 
• Specification and implementation: Separation of specification and implementation, 

interfaces, pre- and post-conditions, simple invariance techniques, sweep and 
iterators, design of simple class hierarchies, abstract classes, simple recursive data 
structures, application of standard frameworks (particularly graphical user interfaces). 

Data 
Several different data sources will be used in this study. Information comes from the 

administrative system at the university (major), the final exam (the score in the exam), and an 
experiment conducted by the authors (their abstraction power)  

Success.  The final exam is a practical, programming test. The official result of the exam 
is a binary grading (pass or fail). In order for this research to be able to analyse the results at a 
finer grain, we will post-mark all the students’ solutions. The result of the more fine-grained 
marking is a ten-ary grading on the scale (0, 3, 5, 6, 7, 8, 9, 10, 11, and 13) (see Exam score, 
2005). 

In order to pass an exam, a student needs a grade of 6 or more. To validate the results of 
the post-marking, the post-marking is compared to the official results of the exam in the sense 
that all the students who passed the exam got a grade of 6 or more and the students who failed 
the exam got a grade of 5 or less. In order to ensure that the marking was fair, the co-author 
marked twenty randomly selected answers. 

In all the statistical tests, the result of the marking is used as the indicator of success — 
higher grade means more success. 
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