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Mobileportation: Nomadic Telepresence for Mobile Devices

JACOB YOUNG, TOBIAS LANGLOTZ, STEVEN MILLS, and HOLGER REGENBRECHT,
University of Otago, New Zealand

Fig. 1. Two users at different locations communicate within a shared environment constructed using consumer-grade mobile
phones with an integrated RGBD sensor and external 360◦ camera. Here, the local user (right) shares his environment with
the remote user (left). Both “meet” in an incrementally constructed shared virtual space (centre) where they can freely
move between ego- and exocentric viewing positions. This reconstruction can be created and transmitted in real time over
a standard cellular network, and each user’s position within it is shown as an avatar to allow for nomadic face-to-face
communication.

The desire to stay connected to one another over large distances has guided decades of telepresence research. Most focuses on
stationary solutions that can deliver high-fidelity telepresence experiences, but these are usually impractical for the wider
population who cannot afford the necessary proprietary equipment or are unwilling to regress to non-mobile communication.
In this paper we present Mobileportation, a nomadic telepresence prototype that takes advantage of recent developments in
mobile technology to provide immersive experiences wherever the user desires by allowing for seamless transitions between
ego- and exocentric views within a mutually shared three-dimensional environment. The results of a user study are also
discussed that show Mobileportation’s ability to induce a sense of presence within this environment and with the remote
communication partner, as well as the potential of this platform for future telepresence research.
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1 INTRODUCTION
Today’s computing power, the availability of fast data networks, and the spread of wireless connectivity to even
remote areas allows us to virtually connect people wherever they may be through technologies such as Zoom,
FaceTime, and Skype. Further technological advancements could make this experience even more realistic by
giving users the impression that they really are spatially present (the sense of “being there” [4]) in another place,
or socially present (feeling that their communication is unmediated [18]) and co-present (mutually attentive and
entrained [5]) with their remote communication partner.

Many solutions have been proposed that attempt to give users this feeling of presence by either surrounding
them with sensors or tethering them to stationary systems, but with how pervasive mobile phones have become it
seems unlikely that users would revert to a desktop computer as their primary telecommunication device. This has
led to mobile devices being integrated into several advanced telepresence prototypes as simple portable displays
powered by stationary hardware [23, 26], though this nullifies any advantages in mobility and spontaneity that
mobile phones can provide [2].

We presentMobileportation, a prototypical system that provides an immersive nomadic telepresence experience
on purely mobile devices. We use a mobile phone with an in-built RGBD sensor to incrementally create a 3D
reconstruction of the local user’s environment as they move around it, which the remote user can freely explore
in 6DoF (Degrees of Freedom) in an exocentric view (from outside of the local user’s position). An attached 360◦
camera also captures a live feed of the space encompassing the local user, allowing for a higher resolution
egocentric view of the environment (from within the local user’s position) revisionby simply walking to their
current position. Each user’s face is also captured and spatially displayed in the shared environment on a virtual
avatar, allowing Mobileportation to provide the face-to-face communication users expect from such systems
while also giving them complete freedom to move around the shared environment independently.

We show that despite the technical limitations of mobile devices this experience can be achieved in real time
and with minimal latency over a cellular network, allowing for ad-hoc immersive communication and exploration
of remote environments without requiring any additional hardware, and provide technical details on how this was
accomplished. We also present the results of a user study showing that despite the reduced visual fidelity of its
incrementally constructed environments, Mobileportation is similar to video-only 360◦ mobile videoconferencing
systems in its ability to invoke a sense of presence between its users and within the virtual space while providing a
significantly more social experience with more freedom for its users. Finally, we explore the possible innovations
that this hardware platform could provide in the future, showing how this application can be extended to support
advanced features such as view-dependent rendering, full-body capture and display, and 3D hand gestures once
mobile phones become sufficiently powerful.

2 RELATED WORK
Many approaches have been proposed that attempt to bring distant people into a user’s local environment. Tang
et al. [28] explored how a 360◦ camera could be used to enhance standard videoconferencing by allowing a remote
user to obtain independent views within a shared environment. Such views have been shown to significantly
increase users’ spatial awareness of the environment [14] and spatial presence within it [21] as well as allow
them to guide the topic of conversation rather than have it dictated to them. While rotational independence can
thus be achieved, this only shifts the asymmetry of interaction as the remote user still has no control over their
position within the space.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 2, Article 65. Publication date: June 2020.

https://doi.org/10.1145/3397331
https://doi.org/10.1145/3397331


Mobileportation: Nomadic Telepresence for Mobile Devices • 65:3

The solution to this asymmetry is often to create a three-dimensional reconstruction of the users or their
environment and combine the two in an exocentrically viewed space. Holoportation [22] attempted to virtually
bring the remote user into the shared space by volumetrically scanning and displaying them within the local
user’s Hololens display through several custom RGB-D camera arrays placed about the space. This volumetric
reconstruction also required expensive and powerful desktop computers, severely limiting the system’s user base
and potential use cases by raising the cost of entry.

Many systems use this outside-in method of depth sensor placement to create these reconstructions [1, 10, 19]
as it allows the full space to be visible once communication starts, however this environment and the users
within it are constrained to the limited area covered by the cameras. To remove this constraint, technologies
such as KinectFusion [13] or photogrammetry [24] can be used, which combine multiple captures from a moving
Kinect sensor or RGB camera into a coherent 3D mesh to create larger interaction spaces. This requires a lengthy
pre-construction stage before conversation can begin, and any updates to the environment will not be reflected
in the reconstruction, making this method unsuitable for dynamic spaces where the task object or topic of
conversation is likely to be moving. Some recent work explored how light fields could be used in place of a mesh
for object-focused interaction [20], and while this offers advantages in visual quality even on mobile devices, it is
unlikely that this can be extended to room-scale environments.
The alternative is to stream the RGB-D data to the remote user as it is captured in real time, dynamically

reconstructing the environment as the local user walks around it. Stotko et al. use this method in SLAMCast
[27], which combines real-time data captured from a handheld Kinect sensor to allow the remote user freeform
exploration of unconstrained environments. The size of this environment is still limited given that the Kinect
must be tethered to power and a stationary computer; the authors considered using a mobile phone as their
capture device, though this was not further explored. Creating the environment in this way also means that the
remote user must either wait until all areas have been captured or be satisfied with an incomplete model.
The ideal system would combine the benefits of these various depth capture methods, allowing free and

immediate movement within an arbitrarily sized environment while also allowing it to be shown and updated in
real time. Komiyama et al. proposed such a system with JackIn Space [15], which reconstructed a small area to be
shared by placing several RGBD cameras around it. Users could explore this limited space, or could transition to
an egocentric view of it captured by a fisheye camera attached to the local user’s head, allowing them to view the
space’s wider context. This transition was appreciated by users, though the computer-mediated mechanism to do
so was not as well regarded.

Teo et al. [29] proposed hand gestures as a more natural way to transition between these ego- and exocentric
views. Users found an object search task faster and significantly easier when in an egocentric view, with social
presence and the ability to gauge their partner’s focus rated significantly higher in that mode. However, the
exocentric view was overall preferred by users, while the ability to freely transition between the two was
significantly preferred over either view alone.

To the best of our knowledge such an experience has yet to be achieved using purely mobile hardware, which
would make it immediately available to most of the population and as convenient and effortless as mobile video
calling is today. The inherent portability of these devices would mean that true exocentric views within arbitrarily
sized environments could be attained without being constrained by tracking spaces or cables, but despite this
the few existing purely mobile approaches [21, 28, 31] only allow egocentric viewing. In this work we close this
gap by providing a prototypical solution that provides this real-time exocentric and egocentric exploration with
spatially-rendered avatars on consumer-grade hardware.
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3 MOBILEPORTATION SYSTEM OVERVIEW
We present Mobileportation, a novel approach for nomadic mobile telepresence that combines the strengths of 2D
and 3D environmental reconstructions to enable a new and novel communication experience not yet seen on
mobile devices. Combining different environment representations in this way has several advantages: panoramic
representations are easy to build but are usually only valid from the point of view of the panoramic camera [31],
meaning the remote user is not free to stray from the local user’s position without creating visible distortions. 3D
reconstructions enable this straying through 6DoF exploration, though usually at the cost of either visual fidelity
or the size of the explorable area.

To combine these two reconstruction methods, Mobileportation provides two ways of viewing the environment.
No intentional mode-switching is required; rather, the way the environment is viewed depends on the distance
between users, allowing them to focus on exploration rather than operating the application. These two viewing
modes and the transition between them are illustrated in Figure 2 and are as follows:

• Exocentric View: A 3D reconstruction of the local user’s surroundings is incrementally captured using an
RGBD sensor embedded in their mobile phone. Both users may then move about this shared virtual space
by simply walking around their real one, with 6DoF tracking provided by the same RGBD sensor. Each
user’s current position is shown as a 3D avatar with their face overlaid on top of it to allow for face-to-face
communication.

• Egocentric View: Live 360◦ video is shown from the local user’s position to provide an immediate, high-detail
view of the environment that users can independently explore in 3DoF by rotating their phone. Any
sufficiently close 3D data will still be visible, and each user’s face is now shown in the top-right corner of
their partner’s display.

To transition from an exocentric to an egocentric view, a user simply has to walk toward their partner’s avatar. As
the distance between them decreases, the 360◦ video will slowly fade in and a “snap in” mechanism will smoothly
transition the two users together. Similarly, when in this egocentric view either user can simply walk away from
their partner to gradually transition back into the exocentric view. In either mode, users may speak to each other
via integrated voice chat no matter the distance between their virtual positions.

All that is required to experience this application is a mobile phone with an integrated RGBD camera and
a 360◦ camera. While this may seem a rare combination, recent trends toward integrating depth cameras and
wide-angle lenses in mobile phones such as the Galaxy S10+1, or including modular 360◦ cameras such as with
the Essential Phone2, suggest that these features will soon be available in one self-contained device.

4 IMPLEMENTATION
A Lenovo Phab 2 Pro3 is used for all capturing, rendering, tracking, computation, and display with no external
computer required. Depth and tracking data are acquired from the phone’s inbuilt ToF (Time-of-Flight) sensor,
accessed via Google’s Tango API. These are combined with images from the inbuilt RGB camera to create coloured,
oriented point clouds of the user’s surroundings, which are then sent to the remote user and integrated into a
cumulative point cloud stored on each device’s GPU.

360◦ video is captured using a Ricoh Theta S4 connected to the phone via USB using the UVCCamera library5
and attached using the purpose-built 3D-printed mounted shown in Figure 3. Captures from this camera are sent

1https://www.samsung.com/us/mobile/galaxy-s10/
2https://www.essential.com/
3https://www.lenovo.com/us/en/smart-devices/-lenovo-smartphones/phab-series/Lenovo-Phab-2-Pro/p/WMD00000220
4https://theta360.com/en/about/theta/s.html
5https://github.com/saki4510t/UVCCamera
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Fig. 2. The user’s perspective of the environment. (Left): Exocentric view. Users can explore the space independently with only
the three-dimensional reconstruction visible. Users see each other as avatars with a face camera and gaze indicator. (Centre):
As the users approach each other, the video captured by the 360◦ camera slowly becomes visible behind the 3D data. (Right):
Egocentric view. When users are co-located, the 360◦ video capture becomes fully opaque to provide a higher-resolution
representation of unmapped areas. Their partner’s face is now displayed in the top-right corner.

to the remote user unprocessed; once received, images are passed through a face detection algorithm, the result of
which is used alongside each user’s tracking data to spatially render an avatar of them within the environment.

In the following sections we detail the algorithms used to perform these various processes as well as key
optimisations required for this processing to occur in real time on the mobile phone’s modest hardware. An
overview of the system architecture and how these various processes interact can be seen in Figure 4.

4.1 Depth Acquisition
The Tango API uses the mobile phone’s inbuilt ToF sensor to track the user’s position and construct a point
cloud of their surroundings. However, this cloud lacks colour and its position is not defined in world space so
additional work is required to create a recognisable reconstruction that can expand over time.
At the beginning of each frame we request the latest point cloud from the Tango API, which the Lenovo is

only capable of producing five times per second. This cloud is then transformed into world space by multiplying
each point’s coordinate vector with the local user’s current pose matrix within an OpenGL compute shader. This
shader also projects each point into the latest image captured by the RGB camera using both cameras’ calibration
matrices, producing a coloured point cloud in the depth camera’s current field of view.

Once captured, the coloured point cloud is then passed to the render thread so that it can be stored in the GPU.
New clouds are simply appended to the end of a vertex buffer object; it was found that to fulfill our real-time
requirement more complex storage options such as an octree were not possible, resulting in many duplicate
points being captured, stored and rendered. To combat this, points are also stored in a separate buffer on the CPU
which is managed by the Point Cloud Library6. Each time the GPU buffer becomes full it is swapped with a back
buffer which will receive all new points and continue being rendered. Each point within the CPU buffer is then
filtered through a voxel grid in a separate thread, which ensures only one point will exist within a given area and
imposes a uniform structure upon the cloud. The resulting cloud is then uploaded to the back buffer, ensuring
that any points captured during the filtering process are not lost.

4.2 Two-Dimensional Environment Capture
To display the panoramic images retrieved from the Ricoh we construct a sphere mesh around the local user.
This sphere has a two metre radius, so any depth information within this distance will still be visible. Images
are captured in a dual-fisheye format, and so to correctly display them on the sphere we first find each vertex’s

6www.pointclouds.org
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Fig. 3. The hardware used in our research. The Lenovo Phab 2 Pro is used for reconstructing and viewing the environment,
while the Ricoh Theta S is used for capturing users’ faces and live 360◦ video for egocentric viewing. The two devices are
connected via USB and combined using a custom-built 3D-printed mount.

texture coordinate using the method described by Young et al. [31], using a unit vector to each vertex coordinate
for the calculation rather than the user’s current view direction.
As objects within the point cloud and panorama are unlikely to align within the remote user’s view when

they are sufficiently distant from the local user, the panorama only becomes visible once the two are within a
short distance of one another. To aid in this transition the panorama’s opacity is increased exponentially as this
distance lessens, losing full transparency at one metre and gaining full opacity at 10cm. Any movements made
by the remote user toward the local user’s position will also be exaggerated using this same exponential curve,
with the two users “snapping” together once their distance falls within a small threshold. This allows for the
transition from 3D to 2D to be as seamless and natural for the users as possible so that they can focus on the
experience rather than operating the application.

4.3 Facial Capture
In traditional telepresence systems users must to choose whether to show their face or, in the case of remote
collaboration, the task space. This is not an easy choice: views of the task space provide greater opportunities for
conversational grounding [9], while views of the user’s face can provide helpful emotional and conversational
cues [8]. Our use of a 360◦ camera removes this issue as it will always be able to capture a view of each user’s
face, no matter the angle they are viewing their mobile phone from. This capture is then overlaid on a plane
positioned in front of their avatar, but if at any point users transition into the egocentric view it will instead be
displayed in the corner of their partner’s display so it remains visible while users are co-located.
As users will be rotating their device to look around the environment it is likely their face will move around

this capture area. To resolve this, the user’s face is tracked using OpenCV’s7 implementation of Haar-cascade
detection; this is performed on the unprocessed fisheye image to maintain performance as users are unlikely to
be viewing their device from extreme angles and so their face won’t see any extreme distortion. Once a bounding
box containing a face is found, the latitude and longitude of its centre point within the 360◦ capture sphere is
found and used as the centre of projection, again using the algorithm by Young et al. [31].

7https://opencv.org/
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Fig. 4. An overview of the interactions between the various modules and data streams within the system. Data here moves
from left to right, so all is captured by either the RGB, ToF or 360◦ camera and processed in several modules before being
rendered or sent to the remote peer.

4.4 Rendering
While some systems opt to create a mesh from unprocessed point data [24], we instead keep the scene in its cloud
form and render each point as its own primitive. This allows for the lowest latency possible as no processing is
required from the time the point is coloured to when it is rendered, though has the unfortunate side effect of
creating holes whenever insufficient data is captured.

This approach also produces many more primitives that need rendered. To mitigate this a random noise texture
is generated, with each texel assigned a random number in the range [0.1, 1]. This texture is sampled in the
vertex shader for each point based on its coordinate, and the resulting number is multiplied by the distance to the
far plane to calculate a maximum distance at which that point can be rendered. To prevent the resulting lower
cloud density from creating holes in distant objects, each point’s size is also increased exponentially based on its
distance to the user, effectively lowering the resolution of distant objects in a way not visible to the user.

4.5 Networking
Networking is achieved through Google’s open-source implementation of WebRTC8. A central server is used
for matchmaking, but once a connection between devices is established all further communication is entirely
peer-to-peer. Support for STUN and TURN servers is also implemented for NAT traversal which has allowed for
Mobileportation to be successfully tested over international connections. Each peer has its own dedicated video
and audio channel as well as a data channel for sending each user’s positions and 3D point clouds. These clouds
are painted before transmission so no synchronisation between these channels is required.

4.6 Performance
One of our goals when developing Mobileportation was to ensure real-time frame rates so that users would
have the smooth, seamless experience they are accustomed to from existing videoconferencing solutions. As
shown in Figure 5 this was achieved for reasonably sized environments, with the application beginning at
60fps and decreasing linearly as more points are captured, dropping to around 15fps at five million points. This
is approximately what was required for the two-storied building shown in Figure 6 which we expect to be
uncommon; typical use cases will see an average frame rate of 20-30fps. Despite all processing being performed
on a mobile phone, this is better performance than achieved by many similar desktop-based systems [1, 10, 11, 23].
The Lenovo Phab 2 Pro’s ToF camera captures at 5fps which enforces a limit on the application’s overall

capture rate. Each frame has an average of 5,000 points, and once captured this cloud requires 31 milliseconds to
transform to world space, colour, and upload to the GPU. Mobileportation thus provides this full 5fps update rate,

8https://webrtc.org/
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Fig. 5. (Left): The mobile phone’s frame rate as a function of the number of points captured. More points result in a linear
decrease in frame rate, though it remains interactive for all but the largest captures. (Right): The milliseconds required to
process each point cloud after it has been captured. This averages 30ms in almost all cases, suggesting that 30fps capture is
possible with a faster camera.

and in theory could capture depth maps at 30fps with a faster camera without any other hardware or algorithmic
changes.

5 USER EVALUATION
In developing Mobileportation, we hypothesised that it would be preferred by users to conventional 360◦
videoconferencing. To determine which factors could contribute to this preference, we identified the following
sub-hypotheses:

(1) Despite the reduction in visual fidelity and immediacy of information introduced by incremental 3D capture,
allowing transitions between 6DoF exploration of a 3D environment and 3DoF exploration of a 2D one
would induce the same heightened sense of spatial presence as conventional 360◦ videoconferencing.

(2) Showing each user’s position and face via a 3D avatar would induce more co-presence than their face alone.
(3) The above features would also contribute to a higher sense of social presence than if they were absent.

To test these hypotheses an experiment was conducted on novice users, who were asked to use the application
within an unprepared environment with a live, remotely situated study mediator. Mobileportation was developed
with the average consumer in mind and so a large focus was placed on their personal experience; this is contrary
to related systems that aim to support professional users in a remote expert scenarios and so the usual industry-
focused measures of task performance or cognitive workload were omitted.
Our system was compared to video-only 360◦ videoconferencing, which to keep all other factors consistent

was Mobileportation locked to an egocentric view with depth capture disabled. Users’ faces and gaze indicators
were still captured and displayed, and participants could freely look around the live 360◦ video capture, however
they could not walk around the space as their position was locked to the mediator’s. As comparisons between
traditional and 360◦ videoconferencing are already well documented [21, 28, 31] this gives a good indication
to how Mobileportation performs relative to other systems and allows it to be used as a benchmark for future
telepresence research.
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Fig. 6. A two-storied residential property reconstructed in real time using Mobileportation. Each story is constructed here
separately for the sake of clarity, but the portability of our system allows for such a large reconstruction to be made in one
pass.

5.1 Study Design
14 participants between the ages of 18 and 65 were recruited, of which eight were female; given this limited
sample size, the results of this study should be considered as indicative rather than conclusive. Each was gifted
a $10 supermarket voucher upon completion of the experiment. We used a within-subjects design where the
independent variable was the application used; either Mobileportation or standard 360◦ videoconferencing.
The order of conditions was randomly chosen for each participant to reduce potential learning effects. Each
consisted of an informal guided tour through one of two floors of a rental property, which was randomly assigned
per condition for each participant to minimise the effects the floor’s contents may have on the participant’s
engagement with the space. A reconstruction of the explored property is shown in Figure 6.

Spatial presence was measured using the IPQ questionnaire by Schubert et al. [25], while social and co-presence
were measured using questionnaires by Biocca et al. [4], Bailenson et al. [3], and Hauber et al. [12]. These consisted
of statements about the user’s experience while using the system, with participants noting the degree to which
they agree with each on a 7-point Likert scale. A blank space was provided at the end of the questionnaire for
participants to write free-form comments about their experience.

A post-experiment questionnaire was given to participants after both conditions had been completed with the
following questions:

(1) “Which of the two systems did you find easiest to use?”
(2) “Which of the two systems made you feel more ‘present’ in the virtual environment?”
(3) “Which of the two systems made it feel more like the remote partner was present with you?”
(4) “Which of the two systems did you prefer overall?”

Space was provided after each to allow participants to justify their decision.

5.2 Procedure
For each condition, participants were connected to a study mediator who was physically located within the rental
property several kilometres away and connected via either WiFi or 4G. The participant was given a brief overview
of how to operate the application for that condition and allowed five minutes to familiarise themselves with its
use with their camera and microphone disabled to allow them to experiment without fear of being observed. One
room within the rental property was set aside for this purpose.
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Once comfortable with the system, a brief and informal tour of the assigned floor was given. The mediator
would pretend the participant was interested in renting the property and show them through various rooms
while describing their contents, though participants were encouraged to explore on their own and could (and
often did) ignore the mediator entirely. All video, audio, and tracking data was captured and transmitted between
the two parties in real time so that the mediator could react to participant comments and requests. Participants
were encouraged to ask the mediator to revisit areas they wished to see more of in both conditions. No set task
was to be completed other than experience the system in a realistic social scenario. Once the relevant floor had
been extensively shown, which took approximately five to ten minutes, participants were asked to complete
the presence questionnaires. This was repeated for the remaining condition on the other floor, after which
participants completed the post-experiment preference questionnaire.

5.3 Results
According to the post-experiment questionnaire, twelve of the fourteen participants (85%) found Mobileportation
more difficult to operate than conventional 360◦ videoconferencing. This did not dissuade nine of them (64%)
claiming it made them feel more present in the remote environment, ten (71%) claiming it made it feel more like
their remote partner was with them, and nine (64%) choosing it as their preferred system overall.
The presence questionnaires indicated that the amount of spatial presence induced within the environment

was rated similarly for both Mobileportation (µ = 4.30, σ = 0.86) and 360◦ videoconferencing (µ = 4.27, σ = 0.79),
with a Wilcox signed rank test (N = 14, α = 0.05) showing no significant difference between the two conditions
(p = 0.59). The amount of co-presence induced between communication partners was rated slightly higher in
Mobileportation (µ = 4.93, σ = 0.81) than in 360◦ videoconferencing (µ = 4.20, σ = 1.10), though another Wilcox
signed rank test revealed this difference to be insignificant (p = 0.12). A significant difference was however
found in the social presence induced between users (p = 0.03), with Mobileportation (µ = 5.99, σ = 0.90) rated
significantly higher than 360◦ videoconferencing (µ = 5.13, σ = 1.57).

6 DISCUSSION AND FUTURE DESIGN SPACE
Our overall hypothesis was that participants would prefer Mobileportation over conventional 360◦ videocon-
ferencing. Nine participants (64%) indicated that this was the case; all that chose otherwise said visual quality
was the main deciding factor, suggesting future hardware improvements could improve this ratio. Those that
preferred Mobileportation often cited how much fun they had with the system and the sense of presence it
invoked within the shared environment; while promising, this could be due to the novelty of the experience and
so further research is required to determine if this remains the case after extended use.

The first sub-hypothesis we proposed that could contribute to this preference was that Mobileportation would
provide a similar level of spatial presence within the shared environment as conventional 360◦ videoconferencing,
which was confirmed by our experimental results. While it may seem counter-intuitive that a combination of exo-
and ego-centric views would provide similar spatial presence as purely egocentric ones, this makes sense in the
context of the visual fidelity of the captured environments. With 360◦ cameras the entire environment is captured
and available as soon as the application starts in a high resolution; this is not the case when incrementally
constructing the 3D space, and our point cloud representation of it is lower resolution than what an image can
provide. All participants that chose 360◦ videoconferencing as providing a higher sense of spatial presence specified
visual fidelity as the main reason for this, with some becoming confused at seeing the room as “fragmented” and
“not fully rendered”, and another stating that “3D would have been awesome if I could perceive my surroundings
without the need to wait”. We also speculate that visual inconsistency between the 2D and 3D data could inhibit
spatial presence, however this requires more research.
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Fig. 7. The results of our preliminary user study comparing Mobileportation to video-only 360◦ videoconferencing. The top
row shows aggregate results of various presence questionnaires for each condition, while the bottom row shows the number
of participants that preferred each system over several categories as indicated by a post-experiment questionnaire.

Despite the decreased visual fidelity of the 3D data, a comparatively immersive experience was still achieved.
A likely reason for this is the ability it provides users to freely explore the shared environment, which led
to an “overall more enjoyable”, “more seamless”, and “more fun and immersive” experience. Participants that
experienced Mobileportation as their first condition often missed this during their second, with one stating that
“without being able to physically move around I felt it’s more restrictive. I prefer [Mobileportation] where the
room is rendered out despite video being clearer”, and another saying of 360◦ videoconferencing: “The thing that
I missed in this experience is that I do not have the freedom to move and interact with the virtual world, it felt
more like a virtual tour”. With this freedom of exploration making up for the lack in visual quality, we believe
that hardware improvements could lead to Mobileportation becoming a significantly more presence-inducing
experience than what is currently available on mobile phones with no algorithmic changes required.
Our second sub-hypothesis was that spatially rendering representations of each user within the shared

environment would increase the co-presence felt between them. Unfortunately the presence questionnaires
indicate that this is not the case, even though 71% of participants claimed otherwise in the post-experiment
questionnaire. The most likely reason for this is that 360◦ videoconferencing has constant views of the mediator’s
face, while Mobileportation only shows this when the participant actively seeks them out. This led to participants
having trouble locating the tour guide at times, with one having “difficulty as sometimes I was not able to catch
him [the mediator] or not able to spot him” and another finding it “hard when [their partner] moved without me
knowing, finding him again was confusing at times” and that it was “easier to track where the [gaze indicator] is”.
This is a unique problem only made possible with the arbitrarily-sized environments afforded by Mobileportation;
in existing systems with limited tracking areas finding a peer would be trivial as they must remain close, but in
our experiment it was common for participants to completely abandon the mediator in favour of self-guided
exploration and get lost which could have limited the sense of co-presence they felt.
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Participants still felt that the spatially rendered avatars were helpful in providing a sense of co-presence with
the mediator, stating that it was “like the remote partner was in the same room compared to just seeing the face
all time” and that it “allowed for a feeling of being there with the person rather than being on call with them”.
This could speak for a hybrid approach where the user’s face is displayed in the corner whenever their avatar
is not visible, or some other indicator as in other systems [16, 31] could show their relative positioning at all
times to ensure users have constant representation of their partner and thus do not lose each other. Spatial audio
could additionally be added such as by Langlotz et al. [17], allowing auditory cues to give a sense of the remote
partner’s location within the space and guide users together when they become visually separated.

Our third sub-hypothesis was that Mobileportation would provide more social presence between its users than
360◦ videoconferencing, which was confirmed by our experimental results. Participants complained that 360◦
videoconferencing felt too much like a “360 visual tool” or a “virtual tour”, or that it was “a bit like a ‘presentation”’
or “like Google street view”; these complaints seem unfounded as they are accurate descriptions of the task, but
in the context of our experiment imply that they saw Mobileportation as a completely different experience than
what they’re accustomed to due to being able to explore and interact with their partner. One felt that without
this exploration aspect “it was easy to ignore and just listen, which would be the same as a pre-recorded video”,
and another that it was more like “being there while they show you something” than actively participating.

6.1 Future Research
This experiment focused heavily on socialisation and presence, however many other aspects remain to be
explored. For instance, while we have evaluated the sense of spatial presence Mobileportation induces within
shared environments, it is not known how it affects a user’s understanding of that space. In initial pilot tests
of the system we asked participants to sketch the layout of the rental property after it had been explored and
rate the mental workload required to do so, though this was soon abandoned as it was found to distract too
much from the social aspect of the experiment as participants focused on memorising the space rather than
interacting with the mediator. A future experiment could reintroduce this task, allowing us to determine whether
free exploration of an incrementally constructed space could lead to a better understanding of it.
The mechanism used to transition between ego- and exo-centric views also has yet to be fully evaluated. In

our experiment participants only used it sparingly to view areas yet to be constructed, though never to view
the space with higher fidelity as we initially expected. Consequently, participants spent almost all their time in
an exocentric view, sometimes briefly transitioning to egocentric mode whenever they entered a new room but
would favour exocentric viewing of it once it had been reconstructed. Despite the long training period, some
even forgot that this transition was possible and were subsequently surprised after accidentally triggering it
during the experiment. Future studies could focus on how to make view transitioning more useful and appealing
to participants, record how long they spend in each mode, and discover scenarios in which they would use it.
Our focus on social scenarios also meant that traditional industry-focused collaborative tasks were ignored.

Despite this, it is easy to see what benefits such a system could have for remote collaboration; free view
exploration reduces the time taken to complete collaborative tasks [23], and our mobile implementation means
such collaboration could occur wherever and whenever is convenient to the collaborators. It could be that
independent ego- and exo-centric views are beneficial for different types of tasks, or that some combination of
the two is required to achieve the greatest effect; this could be determined in future experiments focused on more
collaborative scenarios.
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Fig. 8. Prototypical features that are also supported through Mobileportation’s hardware configuration. (a): The user’s view
direction and gaze indicator are determine by the angle between their face and the display, providing a “smart window” into
the virtual world. (b): The position of the user’s body is detected and used to manipulate the limbs of their 3D avatar. (c): The
user’s hands are detected and rendered in the environment to allow for gestural communication.

6.2 Future Design Space
Although the Tango API is officially deprecated, we have recently seen a resurgence of RGBD sensors being
included in standard devices such as the Huawei P30 Pro9, and even phones without this sensor are capable of
stereoscopic depth capture due to the increasing trend of including multiple lenses on the back of the device. Some
manufacturers have also started to experiment with how panoramic cameras can be incorporated, with Essential10
and Motorola11 supporting modular 360◦ cameras and the Samsung Galaxy S1012 integrating a 123◦ FoV lens in
the phone itself. In our research we use a custom setup combining different off-the-shelf hardware, however with
these developments it is likely that all of the features Mobileportation provides could soon be achieved using
only a standard mobile phone, and we hope that our research provides incentive for manufacturers to include
the necessary hardware. Future improvements in mobile processing power could also allow for more advanced
features not currently feasible for real-time use; we explore these here, with prototypical demonstrations of each
shown in Figure 8.

One common feature of telepresence applications is visualisations of the user’s current gaze direction [16, 24].
This is currently approximated by visualising the camera’s field of view, however given that the position of the
user’s face is already tracked, future iterations could provide a more accurate indicator by computing the angle
between the user and the display. This would also allow for view-dependent rendering where the display becomes
a “window” into the shared space. Future iterations utilising higher resolution cameras could even extract eye
data from the panoramic image which could be used for even more precise gaze estimates.

Another possibility is to use the 360◦ camera to capture the user’s entire body rather than just their face. This
has previously been attempted using fisheye cameras integrated into a head-worn cap [30], though it would be
preferable to use a device already owned by the user. To show how this could be achieved we extracted the user’s
body from the Ricoh footage and tracked their skeleton using OpenPose [6, 7]. This skeleton model could then be
used to control the movements of the user’s avatar as shown in Figure 8, or the body capture could be shown
directly within the shared space, though both proved too computationally expensive for real-time use.
This hardware could also allow gestures to be used in conversation. As clouds are captured they could be

searched for hands, which could be spatially rendered in the environment with the correct size, proportions
and colour. Alternatively, an artificial mesh such as used by Sodhi et al. [26] could be shown to give a complete
9https://consumer.huawei.com/en/phones/p30-pro/
10https://www.essential.com/
11https://www.motorola.com/us/products/moto-z-gen-4-unlocked
12https://www.samsung.com/us/mobile/galaxy-s10/
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model of the hand at the expense of realism. To explore how these gestures could be integrated we applied a
color threshold to all captured points, marking those that are skin-coloured and within a set distance to the
camera as belonging to a hand. These are not integrated into the cumulative mesh and are instead only displayed
temporarily and can be even be captured by the remote user who is not actively scanning their environment.

7 CONCLUSION
In this paperwe presentMobileportation, an immersive nomadic telepresence system based on a novel combination
of panoramic and depth cameras in a handheld mobile form factor. Mobileportation utilises the strengths of these
sensors to allows distant users to explore shared live environments using a combination of egocentric views of 2D
panoramas and exocentric views of incrementally constructed 3D data. Users may freely explore this space with
their position shown via a 3D avatar with live capture of their face overlaid, allowing conventional face-to-face
communication as well as independent views of the environment.
Mobileportation is preferred by users to 360◦ videoconferencing as it provides a more social, immersive, and

fun experience, inducing similar levels of spatial and co-presence while providing more social presence between
communication partners. This is despite the lower visual fidelity unavoidable in current mobile systems, which
future hardware improvements could remedy with no changes required to the application.

While it currently requires use of an external 360◦ camera, the recent prevalence of integrated depth cameras
and wide-angle lenses could allow for the entire system to be available on a single device. Such revisions would
also allow for new features to be integrated such as gaze-based rendering, full-body rendering, and gesture
tracking, allowing for a fully immersive experience that so far has been restricted to high-power desktop systems.
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