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Figure 1: Our system enables using smartphones for 3D interactions in applications on head mounted displays (HMD). It
consists of a planar tracking target attached to the HMD, a tracking software on the smartphone that estimates the pose of
the phone relative to the HMD, and a network interface that transmits the pose to the HMD. This system enables interactions
of the phone with virtual objects that are placed in world coordinates. In this example, we interact with virtual objects by
attaching a smartphone to a plastic toy gun. While previous approaches require holding the device in the field of view of the
HMD’s camera (black), our system supports a large interaction space by using the camera on the phone for tracking (blue).

ABSTRACT
The latest generation of consumer market Head-mounted
displays (HMD) now include self-contained inside-out track-
ing of head motions, which makes them suitable for mobile
applications. However, 3D tracking of input devices is either
not included at all or requires to keep the device in sight,
so that it can be observed from a sensor mounted on the
HMD. Both approaches make natural interactions cumber-
some in mobile applications. TrackCap, a novel approach
for 3D tracking of input devices, turns a conventional smart-
phone into a precise 6DOF input device for an HMD user.
The device can be conveniently operated both inside and
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outside the HMD’s field of view, while it provides additional
2D input and output capabilities.
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1 INTRODUCTION
Virtual Reality (VR) and Augmented Reality (AR) are enter-
ing everyday life due to new, inexpensive head-mounted
display (HMD) products. The most recent entry-level HMD
generation (e.g., Oculus Go and Google Daydream) repur-
pose smartphone hardware for untethered operation, but do
not support tracking with six degrees of freedom (6DOF), as
high-end HMDmodels do. Even with support for 6DOF head
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tracking on an untethered HMD, the problem of interaction
with the environment remains.

Hand tracking has the potential to support natural inter-
action and it is conceptually straightforward to implement
on an HMD using inside-out looking sensors. However, any
practical implementation of this concept faces several chal-
lenges. First, the integration of hand tracking adds to the
technical complexity of the HMD and increases its hardware
cost, computational load, and power consumption. Second,
the user would have to keep the hands in the field of view of
the HMD sensors (see the black outline on the HMD in Figure
1). This may be natural for pointing gestures, but keeping
one’s hands permanently raised to chest level quickly leads
to fatigue. Third, fine-grained manipulation in free space
is difficult to perform and lacks the passive force feedback
provided by a touchscreen or other surface.

In this work, we propose a different approach by re-purposing
a conventional smartphone as a 6DOF tracked handheld
companion device for a mobile HMD. We call our approach
TrackCap, as the phone "tracks a cap" that is mounted on
an HMD. The inside-out tracking is turned around by using
the smartphone’s camera (rather than the HMD camera) to
determine the relative pose from HMD to the device. This
approach avoids all the pitfalls listed above. First, the techni-
cal requirements of the HMD remain unchanged, while an
existing smartphone can be re-purposed as an inexpensive
6DOF input device. Second, the tracking only depends on
a line of sight from the smartphone to the HMD and not
vice versa. In other words, the smartphone can be operated
outside of the forward-looking area of the HMD, for example,
at hip level, as long as its camera is facing towards the HMD
which we will show is a feasible assumption in most cases.
Third, the smartphone can be translated and rotated with
high precision, and the passive haptic feedback of the touch-
screen allows for even more precise input when required.
Finally, TrackCap benefits from the independence of HMD
and smartphone, which enables retrofitting an existing HMD
with an affordable 6DOF input device and allows to freely
mix and match devices and interaction styles.
To verify our design, we present the implementation of

a TrackCap prototype on current HMD types, including
Google Cardboard and Microsoft HoloLens. The tracking
software detects the "cap" on the HMD using the smart-
phone’s front camera. It runs as a standalone service on the
smartphone and communicates with the HMD by WiFi or
Bluetooth. We provide performance tests and user evalua-
tions, comparing our approach to state-of-the-art techniques
for 3D selection and manipulation tasks with an HMD. Our
evaluation focuses on basic tasks which are essential in most
spatial interactions.We conclude this paper with a discussion
on design spaces and application scenarios which become
possible with our approach.

2 RELATEDWORK
Support for spontaneous object selection and manipulation
are fundamental requirements formost 3D interactions. Grasp-
ing virtual objects with bare hands or instrumented gloves
is arguably the most natural selection technique [18]. Glove
devices may include tracking of finger motion, while a 6DOF
wrist tracker provides the position and orientation of the
wrist in the scene [11]. However, simple gloves suffer from
real-virtual interpenetration issues. The user can penetrate
a virtual object, thus, breaking the immersive experience.
Haptic feedback devices [2] can increase the realism and
detail of virtual grasping techniques [12, 25] but are unlikely
to be available soon for mobile systems. Recent commercial
depth sensors provide an opportunity for inexpensive hand
and finger tracking [27]. By using projectors, several sys-
tems turn real surfaces or even human skin into interactive
displays for mobile interactions [6, 14, 21, 31, 32]. However,
interacting with real surfaces requires appropriating such
surfaces first which is not always applicable.
The most widely used alternative to virtual hand input

is raycasting. Here, a selection is determined by intersect-
ing the user-controlled ray with the closest object in the
scene [29]. Raycasting enables operation over longer dis-
tances and it is flexible in how the ray origin and direction
are specified. For example, some works have explored the
utilization of smartwatches and their integrated sensors to
enable raycasting in Mobile Virtual Reality [10, 15]. As the
sensors do not provide 6DOF tracking, the ray origin was
usually fixed and only the ray direction was controlled via
the smartwatch. Besides the lack of full 6DOF tracking, imple-
mentations of raycasting with orientation-only sensors [8]
based on inertial measurement units [22] suffer from drift
and require frequent re-calibration. To provide 6DOF in-
put, gaze-based techniques and handheld controllers have
been considered, which, until recently, required stationary
tracking systems. With robust outside-in tracking of mo-
bile HMD types, gaze-based techniques can be applied to
selection [13]. However, studies indicate that gaze-based se-
lection techniques are slower than traditional hand-based
methods [4] and seem to limit the user’s ability to recall the
environment [26]. Finally, Microsoft’s Mixed Reality head-
sets provide special controllers that can be tracked using
the camera that is mounted on the HMD1. While these sys-
tems provide precise 6DOF tracking, they require a tethered
connection to an external desktop or notebook computer.
An even more severe restriction is that field of view of the
cameras mounted on the HMD restricts the range in which
interaction can be performed. Very recently, also magnetic
tracking solutions have been applied to mobile systems as

1https://docs.microsoft.com/en-us/windows/mixed-reality



Figure 2: System Overview. (a) Our system consists of 10: HMD, 11: detachable marker mount, 12: planar fiducial marker, 13:
camera, 14: smartphone. In addition, the system uses a 6DOF pose estimator on the smartphone, a networkmodule to transmit
the estimated pose to the HMD (15), and a pose combiner running on the HMD, which maps the pose of the smartphone into
the world coordinate frame. (b) We designed a set of 3D printable parts to mount TrackCap to a variety of HMDs (STL files
will be made publicly available). I) Microsoft HoloLens. Note that the cap was designed not to obstruct the view of the scene
understanding sensors, so the marker was bent upwards. II) HTC Vive and III) Google Daydream designs use a flat marker
instead. Note that we use the HTC Vive only for measuring the precision of TrackCap since the HTC Vive already comes with
a precise hand tracking system. (C)We provide additional illumination for themarker to compensate for strong back-lighting
from the ceiling. (D) Marker illuminated with and without an additional light source in case of back-lighting.

well2. However, magnetic systems commonly require a cal-
ibration that is specific to a single environment [16] and
needed to reduce electromagnetic interference to acceptable
levels. This makes magnetic systems difficult to use in mobile
applications that are required to function in unknown envi-
ronments. Even worse, in some environments in particular
industrial environments, the electromagnetic interference
will be hard to correct to acceptable levels.

Vision-based tracking has been explored before to en-
hance the interaction capabilities of controllers such as the
VideoMouse by extending the degrees of freedom of a stan-
dard mouse [9] or to interact with public displays using a
phone [23]. However, these approaches still relied on station-
ary hardware demonstrated in a constrained environment
and were often constrained such as to only measure tilt in
certain ranges. Urban Pointer by Langlotz et al. turns a mo-
bile phone into a pointing device for precise pointing in
outdoor environments [17]. While not requiring stationary
hardware, this approach utilizes pre-captured 3D informa-
tion to support precise tracking.

We conclude that no previous solution for interaction with
an HMD is simultaneously untethered, inexpensive, supports
interaction with 6DOF and works anywhere around the body.
TrackCap was developed to fill this important spot in the
design space of HMD interaction.

2https://www.magicleap.com

3 SYSTEM OVERVIEW
TrackCap provides relative 6DOF tracking from the smart-
phone to the "cap" on the HMD using inside-out-tracking.
Contrary to existing solutions that use inside-out tracking
to track a device within the world [30], for world-scale lo-
calization, our system uses the high precision 6DOF tracker
of the HMD and does not need to perform any non-relative
world positioning by itself. The world-space pose of the
smartphone is determined by concatenating the relative pose
smartphone-HMD and the HMD-to-world measurement. We
use a carefully designed fiducial, which is placed on the
HMD. The fiducial’s size is optimized to be as small as pos-
sible, while still being well observable from the handheld
input device. Furthermore, we use a standard 6DOF pose esti-
mation based on point correspondences between the current
camera frame and the fiducial [19]. Our system is illustrated
in Figure 2.
Pose estimation.We implement the pose estimation of the
interaction device directly on the smartphone. Our prototype
uses planar marker tracking provided by the Vuforia SDK3

and a fiducial target ("cap") mounted on the HMD. If marker
tracking is lost, the system falls back to an IMU based rotation
tracking. Figure 1 illustrates the interaction as seen from the
device camera of the HMD. Note that the HMD camera would
generally not keep the smartphone in sight.

3www.vuforia.com



Network communication. Our approach requires trans-
mitting the estimated 6DOF pose as well as user input on
the touchscreen from the phone to the HMD. Keeping la-
tency as low as possible is crucial, especially when using
an optical see-through HMD. Therefore, we send the pose
in a single UDP packet over WiFi, using a payload of 28
bytes to represent the position and orientation data and 1
byte to transmit the command header. Additional data from
button or touch input is sent only on demand. The UDP data
payload for such data consists of a 1-byte command header
and 0-4 bytes for optional parameters. We also implemented
communication via Bluetooth (BT), which performed similar
to the WiFi setup.
Pose combination. After receiving the pose data of the
smartphone, we concatenate it with the current world pose
matrix of the HMD. Since the pose of the smartphone is
calculated relative to the camera center, we add an offset to
the center of the physical device. Additionally, we take the
offset between the origin of the HMD tracking system and
the center of the fiducial marker into account. Both are static
transformations and need to be defined only once.

Technical analysis
Our system aims mainly at see-through displays, like the
Microsoft HoloLens, since one can see one’s hands using
the device but also supports immersive VR displays includ-
ing entry-level systems such as Google Cardboard (see Fig-
ure 2(b)). Since our system runs the computationally expen-
sive tracking of the input device on the smartphone itself,
performance on the HMD only depends on the application.
For our lightweight test scenes, we were able to achieve high
frame rates on all test devices – 90 frames per second (fps)
on the HoloLens and 60 fps on the Daydream. Tracking per-
formance on the smartphone was 30 fps, limited only by the
camera frame rate.

In addition to framerate, we compared the precision and la-
tency of our tracking solution to the outside-in tracking pro-
vided by the HTC Lighthouse system. Therefore, we added
a setup using TrackCap with the HTC Vive (Figure 2(c)). To
compare the Lighthouse tracking performance to TrackCap,
we mounted an additional Lighthouse tracker on the smart-
phone. This rig was calibrated so that the HTC tracker’s
virtual center point coincided with the center of the smart-
phone.

To sample the interaction space around the user, we placed
a 3D grid of 4× 4× 3 reference points within the world coor-
dinate system. Position and orientation data of both tracking
systems were collected for a duration of three seconds at
each reference point. During the procedure, we also recorded
the network latency. The results are shown in Table 1. Track-
Cap delivered a positional error below 10mm, an orientation

Error/Latency Position Rotation WiFi BT
Mean 9.812 mm 1.849° 10 ms 15 ms
Std. Dev. 3.903 mm 0.291° 14 ms 6 ms

Table 1: Tracking precision and latency of the TrackCap sys-
tem.

error of less than 2°, an average WiFi latency of 10 ms and
an average latency of 15 ms using a Bluetooth connection.
In theory, the smartphone’s front camera FOV could be

a limiting factor, since it determines the possible tracking
range. In practice, a typical horizontal FOV of a recent phone
range from 56.3°(HTC One M8) to 71.4°(ZenPhone AR), and
newer hardware tends to have an even larger FOV. In our
studies, we did not notice any differences across our test
devices in terms of coverage. The tracking range of our solu-
tion, as tested using a Samsung Galaxy S8 phone (68.0°FOV),
covers a 1 × 1 × 0.6m volume in front of the HMD. Since the
phone will necessarily be held no further than arm’s length,
the tracking volume proved to be sufficient.
During our tests, we noticed that pointing the smart-

phone camera upwards introduces occasional tracking fail-
ures caused by strong backlighting, e.g., from overhead lights
or the sun, as the dynamic range of the camera is limited
and automatic exposure correction makes the marker appear
very dim. Figure 2(d-top) illustrates the problem. To mitigate
the effect of strong backlighting, we installed a USB-powered
LED array to illuminate the maker, as shown in Figure 2(c).
The effect on the camera image with and without the addi-
tional lighting can be seen in Figure 2(d-bottom). We visually
evaluated its improvement in different but challenging en-
vironments. However, as battery consumption is important
for mobile systems, in our future work we will systemati-
cally measure its improvement in order to adjust additional
lighting based on the current environment lighting.

4 EVALUATION
We performed a series of evaluations on the performance
of TrackCap versus other mobile, untethered input options.
The evaluations focus on object selection and manipulation
tasks as fundamental elements of 3D interactions. TrackCap
is compared to standard methods for 3D interaction, as avail-
able for commercially available untethered systems, such as
the Google Daydream.

Since we are interested in how well TrackCap can support
natural interactions, we disabled any supporting visualiza-
tions, such as a crosshair or a thin ray, during our experi-
ments. Note that future applications of TrackCap would most
likely make use of such supportive visualizations. However,
supportive visualizations may require additional calibration
effort and may be a confounding factor in experiments. In
the interest of brevity, we also decided to steer clear from
comparing TrackCap to gaze-based interaction techniques,



since previous research indicates that gaze-based techniques
are slower than hand-based methods and restrict the user’s
ability to recall the environment [26].

For all evaluations, the data was evaluated using a signif-
icance level of 0.05. The data did not fulfill the normality
requirements and, therefore, was analyzed using Wilcoxon
signed-rank tests, effect sizes are calculated as r = Z√

N
as

proposed by Fritz et al. [5]. If not indicated otherwise, val-
ues in the text are reported in the format “mean (sd)”. The
analysis was performed using the statistics software R.

Experiment 1: Selecting distant objects
We tested the capability of TrackCap for distant object selec-
tion by comparing the interaction supported by TrackCap
to a hand-held IMU [8] in a picking-by-raycasting task. We
expected TrackCap to perform better than IMU due to the
inherent drift of the latter. Since we wanted to test TC for
natural pointing, we did not show any visual correction aids.

Task. We designed a pointing task similar to the standard
Fitts’s law test [1](Figure 3(a)). To maximize the usage of
motor and interaction space, we force users to move in 3D
by distributing target spheres in the 3D space around the user
(Figure 3(b)). 21 blue spheres were arranged in a circle (radius
2m) around participants. The task started by pointing the
mobile device at the first highlighted sphere and clicking. The
next sphere was located on the opposite side and required the
user to turn. Spheres hit by the invisible pointing ray were
highlighted by changing the color to gray to provide visual
feedback. To vary task difficulty spheres were of different
sizes (5, 10, 15cm). Circle centers were set to the height of the
users’ head with a random offset (±0.175m). Due to the small
FOV of the HMD, the application guided the participant to
the targets by showing green arrows at the border of the
view area pointing into the direction of the target.

Design. We designed a repeated-measures within-subject
study.We defined an independent variable “system”with two
conditions: TrackCap andmobile device only (MBO). InMBO,
the ray orientation relied only on the internal 3DOF sensor.
We measured task completion time (TCT), i.e., time between
successive clicks on targets, error rate, i.e., percentage of
spheres missed, subjective workload with the raw NASA
TLX [7], usability with the Single Ease Question (SEQ) [24],
and overall preference. Eight participants (1 female, X =30.3
(4.2) years) volunteered. On a scale from one to five (best),
the mean of self-rated AR experience was 3.3 (1.2).

Apparatus. We used an HMD (Microsoft HoloLens) and
a mobile phone (Samsung Galaxy S7). The spheres were
visible in the HMD view, the mobile device controlled the
ray orientation. Input was confirmed by touch on the phone.
6DOF head tracking was achieved via the HoloLens. For
the TrackCap condition, the smartphone was registered in

Figure 3: Study setup to measure performance during the
selection of distant objects. (a) Fitts’s law test on a virtual
plane in front of the user. (b) Variation of the Fitts’s law test
in 3D. The targets are located in a circle around the user, with
varying heights. (c) UserwithHMDduring the task. The user
sees a highlighted picked target sphere. The virtual picking
ray is shown for demonstration.

the same coordinate system as the HoloLens, and drift was
compensated using TrackCap. For MBO, the ray orientation
depended only on the hardware sensors of the mobile phone.

Procedure. The starting order of systems was counter-
balanced using a Latin Square setup. The systems were tested
by using trial blocks, consisting of 21 trials each. Sphere sizes
varied between trial blocks and were presented in random
order. The height of spheres was randomized within a trial
block. Participants were standing throughout the task and
used their dominant hand for pointing. Participants famil-
iarized themselves with the system by performing two test
blocks, then performed the task by repeating one block for
each size condition. Participants were instructed to be fast
and accurate. Between blocks, participants were forced to
rest for 10-20 seconds to recover from fatigue due to the
mid-air interaction [34]. Upon completion of the condition,
users filled in the SEQ and NASA TLX questionnaire and
continued with the remaining system. After completing the
final task, the user filled out the preference questionnaire.

Hypotheses. We expected that TrackCap would success-
fully enable mobile interaction and compensate for IMU drift.
Therefore, TrackCap will perform better than MBO with re-
spect to TCT (H1) and error rate (H2).

Results. Wilcoxon signed-rank tests revealed significant
differences between TrackCap andMBO for error rate (Track-
Cap 35.1 (24.4); MBO 75.6 (16.2); Z=2.20, p<0.05, r=0.78),
TLX (TrackCap 45.3 (20.9); MBO 79.7 (12.5); Z=-2.52, p<0.01,
r=0.89) and SEQ (TrackCap 4.8 (1.3); MBO 1.5 (0.5); Z=2.58,
p<0.01, r=0.91).



Discussion. We investigated the ability of TrackCap to
provide intuitive and precise 3D pointing interactions when
compared to a standard technique using only an IMU. Our
results show that TrackCap enables more precise interactions
with lower perceived task load. Therefore, we accept H2. We
believe that the significantly higher error for MBO is caused
by a large amount of drift introduced during interaction
using the orientation sensors on the smartphone. TrackCap
is able to reliably and automatically compensate for this drift
and make pointing natural and intuitive.

The data did not reveal any significant difference in TCT.
Therefore, we reject H1. To ensure natural and intuitive
pointing, we asked the user’s to not only be accurate, but
also fast. We believe this instruction may have influenced
their behavior, as they did not take much time to manually
compensate for the drift inMBO. This behavior was intended,
since we are aiming at a system for intuitive pointing in 3D.
Participants stated that the drift and the many failures in
MBOwere frustrating, which influenced the time users spent
on trying to hit the targets as the task progressed. These
observations are reflected in the significantly higher task
load and lower perceived ease of use of MBO. In addition,
when asked for preferences, all participants (100%) preferred
TrackCap over MBO.

Experiment 2: Selecting close proximity objects
TrackCap supports 6DOF input and allows to implement
direct 3D object selection techniques [20]. Therefore, we
compare direct 6DOF selection (using TrackCap) to 3DOF
raycasting that would otherwise be used in such a scenario,
in this case the approach of Hincapié-Ramos et al. [8].

Task. In contrast to the first experiment, this experiment
investigated the direct selection of targets within a user’s
reach. The task uses the same setup as in the first experi-
ment with the spheres placed within arm’s length so that
participants could reach them comfortably (see Figure 4(a)).

Design. We designed a repeated-measures within-subject
study with the independent variable “system” having two
conditions: TrackCap and MBO. We measured TCT, error
rate, i.e., percentage of spheres missed, subjective workload
using raw NASA TLX, usability using the SEQ, and overall
preference. Eight participants (all male, X =31.1 (3.4) years)
volunteered. On a scale from one to five (best), the mean of
self-rated AR experience was 3.5 (1.2).

Apparatus. The same as in the first experiment.
Procedure. The height and distance of the spheres were

set up so that each participant could reach them comfortably.
The procedure was the same as in the first experiment.

Hypotheses. We expected that direct selection using
TrackCap will be more successful than MBO, due to the lack
of sensor drift in TrackCap and its ability to track the position

Figure 4: Selection Close Proximity Object and Object Ma-
nipulation. (a) Using the 6DOF pose generated by TrackCap,
the user can select virtual objects by simply touching them
with the physical device. (b) Swiping on the touchscreen
moves the object closer or further away. (c) Device rotation
is mapped to the objects local coordinate system.

of the input device in 3D space. Therefore, TrackCap will
perform better thanMBOwith respect to TCT (H3) and error
rate (H4) in the direct selection task.

Results. Wilcoxon signed-rank tests revealed signifi-
cant differences between TrackCap and MBO for error rate
(TrackCap 10.1 (8.6); MBO 27.4 (24.1); Z=2.2, p<0.05, r=0.78),
TLX (TrackCap 27.1 (13.7); MBO 55.1 (20.4); Z=-2.52, p<0.01,
r=0.89) and SEQ (TrackCap 6.4 (0.7); MBO 4.0 (1.4); Z=2.58,
p<0.01, r=0.91).

Discussion. The results appear similar to the first exper-
iment, showing that TrackCap also performed better than
MBO for selecting objects in close proximity regarding the
error rate, but not TCT. Hence, we accept H4 but reject H3.
Similar to the first experiment, the users mostly commented
on the high frustration with the MBO interface. This is also
reflected in the significantly higher task load and lower per-
ceived ease of use of MBO. When asked for preferences,
seven participants (87.5%) preferred TrackCap over MBO.

Experiment 3: Object manipulation
The second experiment investigated the direct selection of
objects in the vicinity of the user, the third experiment in-
vestigates direct manipulation of such objects. We show the
practical value of our approach by comparing direct 6DOF
manipulation via TrackCap to an established 3DOF manipu-
lation technique utilizing raycasting for selection and hand-
centered manipulation in combination a fishing-reel tech-
nique4(b)), as proposed by Bowman et al. [3].

Task. The task uses a similar setup as in the second exper-
iment. However, instead of spheres, this task uses cubes with
colored sides. Participants had to alternate selection between
opposing cubes in their surroundings. However, in this ex-
periment, participants had to drag and drop the selected cube



to the opposing side and align it with a corresponding plat-
form in the target location. This required to translate and
rotate the cubes. The orientation of the cube was defined
uniquely by the differently colored sides (Figure 4(c)). For
this experiment, the rotation of the target was limited, so
that the smartphone camera was able to observe the cap
during the entire task. In a follow-up experiment (reported
below), we extended the task to include full 360°rotational
changes.

Design.We designed a repeated-measures within-subject
study to compare the performance and user experience of
drift-compensated 6DOF TrackCap for direct manipulation
and common 3DOF mobile device interaction. Holding a but-
ton on the touch screen allowed participants to grab objects;
releasing the button also released the object. We compared
TrackCap to a raycasting manipulation with a fishing reel:
After selecting objects by raycasting, objects stick to the ray.
Thus, the 3DOF of the interaction device manipulated the
orientation of the object. The distance of the object along the
ray could be manipulated using a sliding motion on the touch
screen of the mobile phone. We defined an independent vari-
able “system” with two conditions: TrackCap and MBO. We
measured TCT, error, i.e., precision of the alignment, the
subjective workload using the raw NASA TLX, usability us-
ing the SEQ, and overall preference. The participants of the
second experiment took part in this experiment.

Apparatus. The same as in the first experiment.
Procedure. The height and distance of the cubes were

set up for each participant so that they could be reached
comfortably. The orientation required to align the cube was
randomized. The rest of the procedure was the same as in
the first experiment.

Hypotheses. We expected that direct manipulation using
TrackCap will be more successful than MBO due to the more
natural interaction. Therefore, TrackCap will perform better
than MBO with respect to TCT (H5) and error rate (H6) in
the direct manipulation task.

Results. Wilcoxon signed-rank tests revealed significant
differences between TrackCap and MBO for TCT (TrackCap
13.9 (4.5); MBO 20.1 (7.1); Z=2.2, p<0.05, r=0.78) and TLX
(TrackCap 33 (9.2); MBO 63.8 (16.9); Z=-2.52, p<0.01, r=0.89).

Discussion. Participants could interact significantly faster
when using direct manipulation supported by TrackCap than
when using the fishing reel metaphor of MBO. Therefore, we
accept H5. However, we did not find a significant difference
in error rate, why we reject H6. There was also no significant
difference in perceived ease between TrackCap and MBO.
However, the significantly lower TLX for TrackCap indicates
that directly interacting with virtual objects using Track-
Cap is less demanding. Consequently, all participants (100%)
preferred TrackCap over MBO. In contrast to the previous
experiments, there was no significant difference in error rate

Figure 5: Complex object manipulation - AR wire game.
(a) Illustration of the AR game used to measure the per-
formance of TrackCap in complex object manipulation. (b)
Screenshot through the HoloLens as seen by a user.

between TrackCap and MBO. We believe that participants
could efficiently align the virtual cubes despite the drift of
MBO due to the visual feedback provided by the cube itself.
Hence, participants could compensate for the drift using the
virtual cube as a visual reference.

Apart from the more natural manipulation using Track-
Cap, a part of the difference in TCT could also be explained
by the need to successfully select the virtual object before be-
ing able to continue the alignment task. During the selection
phase of the task, participants had to select the virtual cube
using the invisible raycasting. Participants could not skip
this selection step as easily as in the previous experiment, but
had to take their time to align the drifting raycasting with
the virtual object before continuing. Only after the virtual
cube was stuck to the invisible ray, participants could visu-
ally compensate for the drift. The focus of these experiments
was to evaluate the ability of TrackCap to automatically com-
pensate for drift. Future work will additionally investigate
the ability of users to be able to compensate for drift by pro-
viding visual cues. Visual aids have been shown to have an
impact on pointing tasks such as these ones [28].

Experiment 4: 6DOF interaction by camera switching
TrackCap performs well in manipulation tasks consisting
of 3D positional changes and moderate rotational changes.
However, we are interested in its performance when support-
ing full 6DOF interactions. Therefore, we extended TrackCap
to use the smartphone’s IMU, allowing us to switch between
the front and back camera of the mobile device depending
on its current orientation.

Task. We set up a "don’t touch the wire" game requiring
full 6DOF interactions (Figure 5). Users move a virtual wire
loop along a winding pipe in 3D without colliding. Collisions
with the pipe are indicated via sound and a particle spray.

Design. We designed a repeated-measures within-subject
study to compare the performance and user experience of
our dual-camera TrackCap with a system using the Google
Tango API providing 6DOF SLAM tracking. We define an



independent variable “system” with two conditions: the mod-
ified TrackCap (CamSwitch) and Project Tango (Tango). We
measured TCT, error rate of the task, i.e., the number of hits
between the wire loop and the pipe, subjective workload us-
ing the raw NASA TLX, usability using the SEQ, and overall
preference. Eight participants (1 female, X =32.5 (3.9) years)
volunteered. On a scale from one to five (best), the mean of
self-rated AR experience was 3.9 (1.1).

Apparatus. The apparatus consisted of an HMD (Mi-
crosoft HoloLens) and a phone supporting Project Tango
(Asus ZenfoneAR). Wire and pipe were visible in the HMD
view only. The mobile device controlled the wire.

Procedure. The height of the pipe was roughly set to
the height of the participant. The starting order of systems
was counterbalanced using a Latin Square setup. Participants
were standing throughout the task and used their dominant
hand to move the wire. Participants played two test games
before starting the task and were instructed to be fast and
accurate. After each condition, they filled in SEQ and NASA
TLX. Finally, the preference questionnaire was filled out.

Hypotheses. Due to stable 6DOF tracking of the device,
we expected to see no difference in TCT (H7) and Error (H8),
when compared to Tango.

Results. The planned equivalence tests require a large
sample size. However, we aborted the experiment after eight
participants, because the feedback and our observations in-
dicated that CamSwitch suffered from the time-consuming
switching between cameras that influenced interaction per-
formance. We checked for significant differences to explore
the differences between CamSwitch and Tango. A Wilcoxon
signed-rank test revealed a significant difference for SEQ
(CamSwitch 2.1 (0.8); Tango 6.3 (0.7); Z=2.56, p<0.01, r=0.91).

Discussion. CamSwitch suffered from technical issues.
The time required for switching between back and front cam-
eras made an uninterrupted motion in CamSwitch infeasible.
Participants were forced to wait for the camera switch, lead-
ing to frustration as indicated by the 100% preference and the
higher perceived ease of use of the Tango device. The waiting
time is also reflected in the higher TCT of CamSwitch, when
compared to Tango (CamSwitch 28.4 (14.9); Tango 16.3 (4.4)).
However, the small error rate of CamSwitch indicates that
TrackCap is suitable for precise 6DOF motion in 3D space
(CamSwitch 1.5 (2.1); Tango 1.5 (1.7)). Therefore, TrackCap
would likely benefit from better support for dual camera
solutions on smartphones, which can quickly search for the
"cap" in both camera streams simultaneously.

Experiment 5: Fusing TrackCap with SLAM
As demonstrated in the previous experiment, a self-contained
model-free 6DOF tracking system such as Tango makes a
smartphone even more valuable as an input device compan-
ion to an HMD. Even though Tango hardware will likely not

become available to a mass audience, self-contained 6DOF
tracking with somewhat lower performance is becoming
available as part of Google’s ARCore or Apple’s ARKit. Even
though these solutions rely on the opportunistic mapping of
the environment and can easily become confused under fast
motion, they can support an enhanced version of interaction
in the style of TrackCap. We were interested in a longer-term
technical trajectory, where technologies such as ARCore are
widely available, and users would like to use them for fast
motion, rather than the slow interaction of our previous
experiments. Therefore, we designed a final experiment to
assess the benefit of TrackCap to a self-contained model-free
6DOF tracking as well.

Task. The task was inspired by tennis ball serving ma-
chines. Virtual balls (diameter=10cm) were thrown at a con-
stant speed (1m/s) at the participant, who had to hit the ball
using the mobile device as tennis racket to make the ball
disappear. Once per second, red or blue balls started at the
same location, moving in a random direction within a cone
of 30 degrees. Red balls had to be hit with the front of the
racket, blue balls with the back (see Figure 6).

Design. We designed a repeated-measures within-subject
study to compare the performance and user experience of the
combination of TrackCap and Project Tango, and a system
using the 6DOF tracking of Project Tango only. Therefore,
we define an independent variable “system” with two condi-
tions: Project Tango and TrackCap (TangoCap) and Tango
Only (Tango). We measured task completion time (TCT) and
success rate of the task, i.e., the number of spheres hit, the
subjective workload using the raw NASA TLX, usability us-
ing the SEQ and overall preference. Eight participants (1
female, X =30.5 (3.3) years) volunteered. On a scale from
one to five, five meaning best, the mean of self-rated AR
experience was 3.5 (1.4).

Apparatus. The apparatus consisted of an HMD (Mi-
crosoft HoloLens) and a mobile phone with Project Tango
support (ASUS Zenfone AR). The spheres were visible in the
HMD view only. The mobile device was used to control the
tennis racket.

Procedure. The height of the ball emitter was set to the
height of the participants. Then users were introduced to
the first condition. The starting order of systems was coun-
terbalanced using a Latin Square. Participants performed
runs of 100 task repetitions, i.e., they had to hit 100 balls
in a row. Participants were standing throughout the task
and used their dominant hand for holding the virtual racket.
After the participants familiarized themselves with the in-
teraction method by performing two test runs, the task was
performed by repeating one run for the system for each size
condition. The participants were instructed to be fast and
accurate. Upon completion of the condition, users filled in



Figure 6: AR Squash. We implemented a squash game for
evaluating the performance of TrackCapin the complemen-
tary operation with a model-free tracking solution. (a) Illus-
tration of the interaction. Blue and red balls are thrown to-
wards the user, who has to hit them with the matching side
of the virtual paddle (indicated by blue and red colors). (b)
Screenshots captured through the HoloLens while playing
the game. Balls explode when they are hit.

the SEQ and NASA TLX questionnaire. The procedure was
repeated for the remaining system. After completing the
task with the last system, the user filled out the preference
questionnaire.

Hypotheses. We expected that TrackCap could success-
fully support the relocalization of Tango, if tracking was
lost. Due to the speed and appearance of balls at fixed time
intervals, we did not expect to see differences in TCT (H8).
However, we expected that TrackCap would supplement the
capabilities of Tango and lead to better error rates in this
task than when only using Tango tracking only (H9).

Results. Wilcoxon signed-rank tests revealed significant
differences between TangoCap and Tango for success rate
(TangoCap 81.4 (12.5); Tango 65.4 (20.9); Z=2.52, p<0.01,
r=0.89) TLX (TangoCap 31.6 (14.5); Tango 45 (16.4); Z=2.52,
p<0.01, r=0.89) and SEQ (TangoCap 5.4 (1.1); Tango 3.1 (0.8);
Z=2.4, p<0.05, r=0.85).
Discussion. As expected, relocalization failed after the

device lost tracking due to fast motion. This required the user
to scan the room for a position known to the Tango device,
thereby slowing down the user interaction. However, Track-
Cap ensured fast and accurate relocalization after tracking
failure due to fast motion. This is reflected in the signifi-
cantly higher rate of balls that users hit successfully. Note
that measuring timing difference was not possible due to the
balls spawning at constant time intervals. Due to the nature
of TrackCap, this method works reliably also in unknown
environments. Participants preferred TangoCap (87.5%) and
found it more intuitive and easier to use, which is reflected in
the lower workload and higher perceived ease of use. Over-
all TrackCap could successfully expand the usability of the
existing 6DOF Tango tracking.

5 CONCLUSION
We have presented TrackCap, a novel system aimed for mo-
bile VR and AR that allows for spontaneous, precise, and
natural interactions with 6DOF using consumer-grade smart-
phones. TrackCap successfully extends the interaction space
of existing HMD interaction with commodity smartphones,
making it immediately affordable and widely deployable.
This has implications in virtually all application areas of
AR/VR, including industry, communication or gaming. The
method also blends nicely with existing interaction methods
and can increase their practical usability.

Evaluation summary. We have presented evaluation
results that indicate that TrackCap improves over current
HMD input devices in standard 3D selection and manipula-
tion tasks. Our results show that TrackCap allows for precise
interaction at a distance and in close proximity. In these sce-
narios, TrackCap outperforms traditional techniques that
rely only on the IMU of the smartphone or input device.

Our fourth experiment showed a limitation of our system.
When designing a task that required rotating the phone’s
camera out of view of the "cap", the 6DOF tracking was lost.
To compensate for this issue, we expanded the capability
of TrackCap to switch between front and back camera of
the smartphone, depending on its orientation to the user.
However, we found that most current smartphones cannot
switch between front and back camera sufficiently fast. De-
spite the systematic interruption, TrackCap also allowed for
precise 6DOF interaction in this situation. It is also worth
mentioning that only a few phones (e.g., HTC M8) support
simultaneous use of both cameras and do not require a cam-
era switch. However, this is not a fundamental technical
limitation; adding simultaneous support for both cameras
should be cheaper than adding additional sensors or other
hardware components, as in Project Tango.
Under fast motion, where the tracking of Project Tango

was thrown off, TrackCap successfully supported the Tango’s
relocalization and enabled more fluid interaction than when
using Tango alone. This demonstrates that TrackCap is not
only able to make use of older smartphones for interaction,
but also extended the usability of current solutions, such as
those based on ARCore and ARKit.

Limitations. There are several limitations that are worth
mentioning. First, we intentionally decided to not include
supportive visualizations in the user evaluation. Our system,
like most practical applications, supports visual aids such
as cross-hairs or virtual laser pointers that might affect the
performance in the studies. However, we focused on showing
the ability of our system to provide reliable and intuitive
interaction using only natural hand-eye coordination and
proprioceptive cues.



Figure 7: Application scope. TrackCap enables newmeans of interaction. For example, rays for selecting objects can be quickly
defined by swiping over the touchscreen (also see the accompanying video). (b) The high input and output fidelity of the
smartphone can also be used to display detail of the selected objects and to enable high precision interactions with them.

Similarly, we did not focus on utilizing the screen for com-
plex interaction apart from confirming a selection. However,
as outlined later there are opportunities there to further im-
prove the results but we intentionally focused on the spatial
interaction with the controller (smartphone) for the studies.
Another point for discussion is the limited number of

participants for our studies. This limitation is owed to the
exploratory nature of our experiments. We studied several
aspects of our system using five different experiments that
took two hours per participant and included a large number
of trials and measured samples.

6 DISCUSSION
We argue that the work has relevance beyond the scope of
this paper. Foremost, we show the lack of input devices that
specifically aim for spontaneous and natural interaction with
a mobile HMD. This is particularly important for commercial
AR/VR solutions that leave the boundaries of scientific en-
vironments and find application in classrooms, workplaces,
but also for personal entertainment and recreation.

Our work shows that inside-out tracking can be a feasible
option for hand controllers, but has been largely ignored.
We believe this finding is significant, as smartphones are
ubiquitous and the alternatives require additional hardware
or put additional constraints on the user or the environment.
TrackCap enables at least two new research directions:

1) Multi-touch gesture interfaces for AR (e.g. the swipe ges-
ture) and 2) Mobile visual analysis in AR, incorporating the
high-resolution touch-screen of the controller (Figure 7(a) il-
lustrates a swipe gesture interaction while 7(b) demonstrates
the integration of a high-resolution touchscreen in an AR
analysis scenario. The data analysis task that is demonstrated
in this example requires tools for quickly selecting, explor-
ing and annotating the data. All of these tools can all highly
benefit from the high input and output fidelity of a modern
smartphone display.
Furthermore, note that recent mobile HMDs have been

equipped with electromagnetic 6DOF controllers. However,

TrackCap offers a number of advantages over such con-
trollers. 1) TrackCap offers spontaneous, ad-hoc interaction
using a pervasive device: a mobile phone. 2) TrackCap is
not sensitive to electromagnetic interference, which is of
relevance in many environments. 3) TrackCap offers high
resolution, haptic, and multi-touch input as well as high-
resolution output. 4) TrackCap can be retrofitted to almost
all HMDs, and as the cap mount can be 3D printed, TrackCap
comes with almost no additional cost. 5) Given 4), TrackCap
is an enabler for further research on spontaneous interac-
tion and can be extended. Finally, 6) TrackCap can support
multiple controllers, which 7) can be easily shared among
various users. Note that the computational effort is mainly
concentrated on the phone, so that TrackCap easily scales
with additional controllers (e.g. for both hands).

Finally, we believe that SLAM systems and TrackCap
should be combined. SLAM system are able to support track-
ing when the cap is not visible while TrackCap enables
SLAM re-initialization and tracking in dynamic environ-
ments, which is still challenging for all recent SLAM systems.

7 FUTUREWORK
Adopting phones as controllers is not a compromise, but
an opportunity to exploit capabilities so far not offered by
most available controllers. While we show the performance
of TrackCap in a variety of experiments, we did not yet uti-
lize the full potential offered by the touchscreen or haptic
feedback [33]. Figure 7 shows an illustration of this concept
where TrackCap is used to interact with the digital environ-
ment shown in an HMD, while offering additional controls
and providing haptic feedback. We also did not further ex-
plore how personal phones can fuel personalization of the
experience or support collaborative activities.
We wanted to support unmodified phones, why we use

the IMU as fallback when tracking is lost. However, we will
also explore the use of additional wide angle lens adapters
to improve performance. Furthermore, future solutions can
avoid tracking the cap and track the HMD directly.While one



advantage of the existing approach is that it can be retrofitted
to existing HMD designs, a streamlined version can include
the "cap" into the HMD design itself.
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