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Fig. 1. Overview of the results of our system allowing for real-time radiometric compensation for optical-see through head-mounted
displays. (Left) Head-mounted display prototype utilizing a beam-splitter to capture the image as seen by the user allowing for the
computation of a pixel-precise compensation image. (Middle) Naı̈ve overlay as in standard head-mounted displays showing color
artifacts caused by color-blending between the background (here a color chart) and the displayed image (seen through a Epson
Moverio BT-100). (Right) Our solution mitigates the effect of color blending by applying a pixel-precise radiometric compensation
(seen through the same device but using our radiometric compensation). Both images are cropped to only show the area covered by
the display. The small inlay image shows the desired image.

Abstract—Optical see-through head-mounted displays are currently seeing a transition out of research labs towards the consumer-
oriented market. However, whilst availability has improved and prices have decreased, the technology has not matured much. Most
commercially available optical see-through head mounted displays follow a similar principle and use an optical combiner blending
the physical environment with digital information. This approach yields problems as the colors for the overlaid digital information can
not be correctly reproduced. The perceived pixel colors are always a result of the displayed pixel color and the color of the current
physical environment seen through the head-mounted display. In this paper we present an initial approach for mitigating the effect
of color-blending in optical see-through head-mounted displays by introducing a real-time radiometric compensation. Our approach
is based on a novel prototype for an optical see-through head-mounted display that allows the capture of the current environment
as seen by the user’s eye. We present three different algorithms using this prototype to compensate color blending in real-time and
with pixel-accuracy. We demonstrate the benefits and performance as well as the results of a user study. We see application for all
common Augmented Reality scenarios but also for other areas such as Diminished Reality or supporting color-blind people.

Index Terms—Radiosity, global illumination, constant time

1 INTRODUCTION

Head-Mounted Displays (HMDs) have a long history in research. In
fact the first prototype was developed by Ivan Sutherland in 1968 by
introducing his prototype of a head-mounted three dimensional display
[19]. This prototype, later also known by the name ”Sword of Damo-
cles”, presented the user computer generated graphics overlaid onto
the environment. Sutherland used beam splitters such as half-silvered
mirrors in the user’s view to reflect the image of small cathode ray
tubes displaying the computer generated image. This basic concept is
now known as optical see-through HMDs (OHMDs). With his Sword
of Damocles prototype, Ivan Sutherland did not only invent HMDs
but also laid the foundation of what nowadays is known as Augmented
Reality (AR). Since then AR has evolved and also used other display
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hardware, most notably video-see through displays, to achieve the goal
of creating mixed reality displays.

While optical-see through HMDs are commonly used in research, it
is not until recently that OHMDs have also gained traction in industry
and been brought to the consumer market. The main driving factors
were announcements of optical-see through devices such as Google
Project Glass1, Epson with the Moverio series2 and more recently Mi-
crosoft Hololens3, amongst other solutions. With these recent devel-
opments, we move closer to a continuous augmentation using optical-
see through HMDs as envisioned in the concept of Pervasive Aug-
mented Reality [8].

1.1 Problem Statement

Common to all these optical-see through HMDs is that they follow a
similar design as Ivan Sutherland’s first prototype. A beam splitter,
usually a half-transparent mirror or optical prism, is used as an optical
combiner to blend the environment with a computer-generated image.
In modern devices the computer-generated image is displayed not us-
ing a CRT but a small projector or LCD screen. Consequently, current
optical-see through HMDs also share many of the issues of the early
prototypes. One is the required eye-display calibration to allow a pre-

1www.google.com/glass
2www.epson.com
3www.microsoft.com/microsoft-hololens



cise registration of the overlaid graphics [12]. The other big problem
is the correct reproduction of colors in optical see-through HMDs [7].
The use of the optical combiner causes the color of each displayed
pixel to interact with the color of the environment at the correspond-
ing position [20]. This makes it impossible for the commonly used
designs to display black in everyday environments, as well as affect-
ing all other displayed colors [7].

In this paper we introduce an approach that minimizes the effect
of blending of the background and the displayed image in a way that
the user of the OHMD sees the colors as the application designer int-
eded. Our approach introduces modifications to the design of com-
monly used optical-see through HMDs by adding a beam splitter, al-
lowing us to virtually place a camera at the position of the user’s eye.
This allows us to capture an image of the environment as seen by the
user and correct the displayed image for each pixel and in real-time.
The result is an image that when displayed in the OHMD blends with
the environment and better resembles the intended image.

Overall, this paper contributes to the disciplinary knowledge by the
provision of a novel hardware prototype for an OHMD allowing to
capture the environment as seen by the user. This prototype is funda-
mental for our later radiometric compensation but also for many other
research and application areas. We will present several design itera-
tions of our prototype that are optimised for quality of the radiometric
compensation by utilizing hardware with a larger form factor but pro-
viding higher quality. We further present three different algorithms for
radiometric compensation of OHMDs. These algorithms provide ei-
ther a global solution, an adaptive perception driven solution to reduce
color clipping at costs of changing the color space of the input image,
or a combination of both. We present the results that can be achieved
with these approaches as well as the results of a user study reporting
on the perceived overall quality.

1.2 Limitations

Our new approach for radiometrically correcting OHMDs in real-time
has some limitations. Foremost, using our approach we are still not
able to produce colors that are darker than the environment. We’ll
show that we can mitigate the effect by using characteristics of human
perception. However, this comes at cost of changing the displayed im-
age content. Furthermore, we developed several prototypes but did not
focus on miniaturization yet. The results presented in this paper come
from a prototype that is still too large in size to be practically worn.
However, all the used hardware components (beam splitter, cameras)
can easily be miniaturized and integrated into HMDs without further
increasing the HMD’s size and we show an early prototype for this.
Finally, we did not focus in this work on eye-display calibration which
is required to achieve a pixel-precise registration outside of lab en-
vironments. However, there are existing approaches which could be
integrated into our approach [12].

2 RELATED WORK

Our work combines two research fields: General work on improving
OHMDs and work on color blending and correct color reproduction.
The latter works are not only driven by OHMDs but also by other fields
in AR most notably spatial AR systems. In the following we present
the key papers for both research directions.

2.1 Optical See-through Head-Mounted Displays

As stated previously, OHMDs can be traced back to Sutherland’s early
work using half-silvered mirrors to reflect the image of small cathode
ray tubes, blending the physical world with digital data [19]. Since
then several design iterations have been introduced in research and
commercial products that improve the original design by using differ-
ent display technologies instead of the initial CRT displays or intro-
duced different optical elements to optically overlay the digital data.
A good overview of the various works in that direction is presented by
Rolland and Hua [17]. Nowadays, most available OHMDs follow a
similar design that blends the environment light with a digital image
displayed on an integrated display using a half-mirror (see Figure 2).

Fig. 2. Illustration of the basic functionality of a Optical see-through
Head-Mounted Display.

Despite the long history of OHMDs there are still several limita-
tions that affect the quality of the possible results and consequently
the adaption of OHMD technology. One of the limitations is the need
for continuous eye-display calibration to guarantee an accurate overlay
of the digital data onto the physical world [12, 15]. Besides this spatial
coherence, color coherence is an important issue. Due to the optical
design it is not possible to correctly reproduce colors as the perceived
result is a combination of blending the digital image with the environ-
ment light as already described by Gabbard et al. [7]. While there
exist solutions for completely blocking the environment light using
spatial light modulators and depth cameras for creating correct oc-
clusions [13, 4], correct color reproduction has remained an unsolved
challenge.

2.2 Color Reproduction in Augmented Reality
The challenge of correct color reproduction is not unique to OHMDs.
In fact, spatial AR systems using projectors to augment the environ-
ment face similar problems. Here the projected color blends with the
color of the surface projected onto. Bimber et al. were first to demon-
strate that the effect can be mitigated by applying a radiometric com-
pensation [1, 2]. They capture the surface information and compute
a pixel precise compensation image to neutralize the effect of color
blending. Grundhöfer and Bimber later showed an adaptive approach
adapting the augmentation to reduce clipping errors caused by the con-
strained dynamic range of the projector [9]. Both works can be seen
as fundamental to the approach described in this paper and will be
discussed in more detail later.

Another research direction that addressed color blending is when
overlaying transparent images as often found in video see-trough AR
approaches. Fukiage et al. showed that the visibility of transparent
objects is dependent on color and texture of the background scene [5].
They presented an approach for blending the image overlay with the
background image to offer constant visibility but assume always half-
transparent overlays.

Despite the work in spatial AR systems and video see-through AR
and the fact that many research papers note the issue of color blending
in OHMDs (e.g., ARQuake in 2002 [20]), there is only limited work in
the fields of both quantifying the issue and working to correct it. Gab-
bard et al. quantified the interaction between environment light and the
image projection within an OHMD [7, 6]. Here they outlined a mathe-
matical description of the optical pathway of blended light before it is
viewed by a user and showed an experiment attempting to calculate the
effects of inputs to this optical system on the output. However, they



did not focus on correcting the effects resulting from color blending
but only demonstrated the results caused by different backgrounds.

Apart from quantifying and demonstrating the effect of color blend-
ing there have been also attempts to improve the color reproduction
when using OHMDs. Itoh et al. have shown that even against a solid
black background the color reproduction of an OHMD can be greatly
improved from the out-of-the-box experience by creating and apply-
ing a color display profile [11]. Sridharan et al. also created a color
profile for correcting OHMD rendering, and additionally they have
proposed a method for creating profiles for multiple different back-
ground colors and showed that this does improve the perceived colors
in an OHMD [18]. However, both approaches did not measure the
backgrounds and mainly target the color rendering of the display itself
and do not focus on solving the effects of color blending. Furthermore,
these techniques are applied globally and cannot solve color blending
effects on a per-pixel level.

Two research groups have attempted to apply blending techniques
on a per-pixel basis. Hincapi-Ramos et al. presented their Smart-
Color system [10] focusing on adapting the ’binned profile’ method
described by Sridharan et al. [18] to an algorithm that can be run per-
pixel in real-time. They succeeded in this goal, but only demonstrated
it in a simulated environment that is, no camera was used to collect
environment information nor was an OHMD used to display results.
Furthermore, the fundamental problem of how to capture the pixel-
precise color information of the environment and align it with the dis-
play which is needed for actual applications remained unanswered.
For this reason it is not possible to determine the extent to which their
method corrects blending errors on real hardware and their results are
of a more theoretical nature.

An attempt at per-pixel blending correction was undertaken by Wei-
land et al. [22]. To our best knowledge, this approach is the only one
capturing the environment with a camera and uses the camera feed
to compute a compensation image for neutralizing the effect of color
blending. The primary drawback of their method is that the camera
was mounted above the OHMD, and due to the eye and camera not
being aligned, the per-pixel correction only worked for background
objects at a very specific distance, not on arbitrary background scenes.
Their approach also uses a simple subtractive color model and did not
deal with the limited dynamic range of the display in the OHMD. Fur-
thermore, they did not evaluate their results or the performance.

Overall, one of the primary unanswered research questions is the
pixel precise radiometric compensation in OHMD. While the exist-
ing literature shows a number of techniques in isolation (e.g, simu-
lating color blending, display calibration for uniform colored back-
grounds) none go so far as to propose or implement a complete system
composed of hardware and software for correcting color-blending per-
pixel and in real-time. These unknowns provided the initial basis for
our research direction. Furthermore, the existing results are usually
presented as a visual comparison to the reader and no formal evalua-
tion results were presented.

3 COLOR BLENDING IN OPTICAL SEE-THROUGH HEAD-
MOUNTED DISPLAYS

Presently, most OHMDs - such as Google Glass or the Epson Moverio
series - are using similar approaches. A small display panel integrated
into the HMD’s frame shows the image to be overlaid onto the en-
vironment (see Figure 2). The displayed image is projected through
one or several lenses enlarging the virtual image. Depending on the
construction of the OHMD, the virtual image is reflected using a light
guide before it hits a half-transparent mirror where it is reflected into
the users eye (see Figure 2). The beam splitter (e.g., half-transparent
mirror) is not only reflecting the light forming the displayed image but
also passes the light from the environment to the user’s eye. The user
therefore perceives the displayed image blended with the environment
light. The blending function is thereby dependent on the used beam
splitter and can be considered constant for a particular OHMD. The
light blending in OHMD was formalised by Gabbard et al. [7] as

L4 = ARD(L3,RF(L1,B)) (1)

Here L4 is the light that reaches the user’s eye and ARD represents the
characteristics of an OHMD display system and is parametrized not
only by the characteristics of the used beam-splitter (e.g., how envi-
ronment light and the displayed image are blended) but also by factors
influencing how a digital image is displayed (e.g., display brightness).
The displayed image is represented as L3 while RF(L1,B) describes
the incoming environment light which is dependent on a reflectance
functions RF describing how the light L1 from a light source in the
environment interacts with the the background B before hitting the
OHMD [7].

A similar notation can be derived from the field of projector-camera
systems [2, 3] and is used for the remainder of this work. By taking
into account the beam splitter B blending the environment light and
the displayed light we can formalise the system as

R = tBE + IFrB (2)

In this equation the perceived radiance R is the blended light as per-
ceived by the user of the OHMD. The incoming environment light E
is based on the environmental light source illuminating objects with
certain material properties in the user’s view but as it is not easily pos-
sible for us to know these terms individually so the term can be treated
singularly as environment light entering the OHMD and we write here
E. The term tBE is the environment light transmitted through the beam
splitter B which is part of the OHMD (see Figure 2). The amount of
transmitted light depends on the used beam splitter and and its light-
transmissive factor tB (e.g, 0.5 for half-transparent mirrors). The term
I describes the radiance of the displayed image. The form factor F of
the device describes the effects of varying image intensities across the
entire display surface; for example, the projected brightness of a pixel
falls off at the edge of the display due to vignetting. The reflected light
depends on the reflective factor rB of the beam splitter used as part of
the OHMD. Similarly to environment light, it is difficult to separate
these last two terms such that they are generally considered together
as FrB.

From the equation above the cause of the blending problem is sim-
ple to isolate: We can measure FrB and tB, and the projector inten-
sity I is under our control, but as long as E remains unmeasured and
uncompensated this environment light will affect the result perceived
by users. One possible, though very simplistic solution is to simply
design very dark glasses affecting tB, such that tBE ≈ 0. Of course,
blocking all environment light in this way is not at all suitable for AR
applications.

As we will show during this work, from equation 2 and the mea-
sured FrB we can infer that if one is also able to determine tBE we
can compute the display image I in a way that it results in the desired
visible radiance R. This also requires that we are able to compute this
for each pixel. We therefore had to first solve the problem of accu-
rately capturing the radiometric information on the environment E be-
fore we are able to compensate the effect of color blending within the
OHMDs. Unfortunately, using the camera often integrated in OHMD
(e.g., such as Google Glass) does not solve our problem as the per-
spective is different to the one a user has when wearing the OHMD
and looking through the display and would only work for objects in a
fixed distance range [22].

4 PROTOTYPE FOR A RADIOMETRIC COMPENSATED OPTICAL
SEE-THROUGH HEAD MOUNTED DISPLAY

The key idea of our novel OHMD hardware setup is to virtually place
a camera at the same position as the user’s eye. This allows us to
capture an image of the environment as seen by the user. This is cru-
cial for computing a compensation image that will reduce the effect of
color blending. We achieved the goal of placing a virtual camera in the
user’s eye by using an optical beam splitter B1 that is placed in front of
the optical combiner B2 used for blending the digital graphics with the
environment (see Figure 3, left). By doing so we can capture the en-
vironment without the effect of the OHMD’s display. Unfortunately,
placing the camera via the beam splitter at the position of the users
eye does not give us a pixel precise mapping yet. This would require
an eye display calibration which is required in any case for precisely



Fig. 3. Schematic overview over our OHMD prototype. (Left) The addition of a beam-splitter allows to partially reflect the incoming environment
light towards the camera C1. (Right) To allow for a pixel-precise mapping between the camera C2 (representing the users eye for our tests) and
camera C1 we apply a camera display calibration using structured light and a camera-to-camera mapping using a homography.

overlaying graphical content in an OHMD [12, 15] as well as to corre-
late the display with the camera which can be done in hardware. In our
case we replace the users eye with a camera to be able to capture the
results of our approach. In the following we describe how we calibrate
that overall setup to guarantee a pixel precise mapping.

4.1 Calibration

To be able to precisely compensate a pixel’s color we need to create
a pixel precise mapping that maps an observed camera pixel in cam-
era C1 to the corresponding display pixel so that when perceived by
the user (in our case camera C2) they exactly align. We achieved this
by first calibrating the camera’s intrinsic parameters, then creating a
pixel-precise lookup-table mapping OHMD display pixels to corre-
sponding pixels in camera C2. Finally, we compute a transformation
that maps each pixel from camera C1 to C2 using a homography.

Before calibrating the camera intrinsic, we adjusted both cameras
to match their field of view which is relatively easy given that they use
the same camera module and lens attached. We then used OpenCV to
compute the cameras intrinsic parameters, however, we compute for
each camera C1 and C2 the intrinsic parameter of the camera with the
attached lens and in addition the intrinsic parameter of the cameras
with all optical elements. These are the attached lens (C1 and C2), the
beam splitter B1 (C1 and C2) and the optical combiner forming the
display B2 (only C2).

Once calibrated, we compute a pixel-precise lookup-table mapping
pixels in the display to corresponding pixels in camera C2. We created
this lookup table using a structured-light approach displaying a gray
code in the display which is observed via the camera C2 to compute the
lookup table based on the captured images. The computation is only
needed once ahead of time as the configuration of the two cameras
does not change (see Figure 3, right).

We also compute a transformation that maps each pixel from cam-
era C2 to C1 and vice versa. Both cameras have the same field of view
and we manually aligned their position so that they appear to see the
environment from the same position via the half-silvered mirror. To
achieve pixel-precision, we need to take care of the small rotational
offset between both cameras after the manual alignment. We do this
by computing a homography between both cameras by matching im-
age features in the captured environment (see Figure 3, right). Again
this is only needed once as the configuration remains the same.

4.2 Implementation

During several design iterations, we came up with several prototypes
that implement our concept. Our initial prototype is based on an Epson
Moverio BT100 OHMD with older PointGrey Firefly cameras with
640x480 pixel resolution (see Figure 4, left). For this as well as the
later prototypes we use a 50/50 beam splitter and rods from the Open-
Beam project4. Some parts were custom made using a 3D printer.
This prototype was used to verify our initial assumption but was later
upgraded by replacing the cameras with PointGrey Blackfly cameras
offering a higher resolution of 1296x1032 pixels as well as offering
a larger dynamic range and color gamut. We also replaced the lenses
attached to the cameras with zoom lenses allowing us to obtain an as
large as possible image of the OHMD display without losing too much
resolution to image cropping (see Figure 4, middle). This is the proto-
type used to produce the results presented in this paper but the higher
quality comes at cost of size. We consequently built another prototype
to demonstrate the possible option for miniaturization (see Figure 4,
right). This prototype uses a smaller beam splitter reflecting 50% of
the environment light towards a smaller camera which sits at the top.
This however, should only demonstrate the potential for miniaturiza-
tion and further possible optimizations.

Our implementation for calibrating the displays and cameras uses
OpenCV 3.0 to display and compute the lookup-table and the homog-
raphy. PointGrey Blackfly cameras claim to have a linear response
curve so we did not apply further color linearization.

Overall, the prototypes allowed us to capture an image of the in-
coming environment light E reflected via the newly introduced beam
splitter B1 and to pixel-precisely align it with the displayed image.
While we used camera C2 to simulate the user’s eye, practical so-
lutions would work without this camera but would need to consider
an eye-display calibration which is required in any case for precisely
overlaying graphical content in an OHMD [12, 15].

5 REAL-TIME RADIOMETRIC COMPENSATION FOR OHMD

Once we are able to map pixels from the camera image C1 to the
user’s eye (represented by camera C2) and to the display, we can
compute a compensation image compensating the effect of the envi-
ronment light during the color blending. In the following we present
three approaches for computing the compensation image. The first
one computes a correction while not considering the dynamic range of
the display. Thus this approach can lead to color clipping. We follow

4www.openbeamusa.com



Fig. 4. Design iterations of our developed prototype. Note that the current setup is monoscopic but can easiy be extended to also cover the other
eye. (Left) Front-view of the first prototype using a beam-splitter to capture the radiometric information of the environment. The system is based
around an Epson Moverio BT-100 OHMD. (Middle) Top view of the second prototype using the final hardware as used for producing the results in
this paper. Note the cameras and lenses offer better quality at the cost of size but allow for better capturing of the results. (Right) Miniaturized
version of our proposed prototype design worn by a user. Here the image is not reflected to the side but towards the camera sitting in the top frame.

up with an approach that adapts the overlaid image and consequently
the compensation image to reduce clipping artifacts. This adaption,
however, leads to usually brighter images. We finally present another
approach that also takes into account the dynamic range of the display
but tries to not increase the image intensity of the desired image.

5.1 Global radiometric compensation
As stated earlier we use the mathematical notation derived from Bim-
ber et al.’s work on projector-camera systems as a starting point for
computing a compensation image [2, 3]. As stated in section 3 the
visual result R of a basic OHMD is given by

R = tBE + IFrB (3)

However, given our new prototype described in the previous section
this equation is no longer valid as the addition of a beam splitter B1 in
place affects the visible result R which we need to account for. This
beam splitter adds two new parameters one for the transmissive factor
tB1 and one for the reflective factor rB1 of B1. Extending equation 3
we can describe the system as

R = tB2(tB1E)+ IFrB2 (4)

where tB2 is the amount of light transmitted through the beam splitter
B2. The camera C1 only sees the scene through the reflective portion
of the beam splitter rB1 which leads to

C1 = rB1E. (5)

We can solve this for E which gives us

E =
C1
rB1

. (6)

Substituting equation 6 into equation 3 gives us

R = tB2(tB1
C1
rB1

)+ IFrB2 (7)

We are not interested in computing the expected visual result R but
instead want to provide a desired visual output and compute the input
image I which delivers the desired output despite the effect of color
blending as modeled in equation 7. Consequently solving equation 7
for I gives

I =
R− tB2(tB1

C1
rB1

)

FrB2
(8)

which is our equation to compute the compensated input image I. This
equation is the driver for the radiometric compensation for color blend-
ing in OHMDs. We can measure the combined form factor and dis-
play material FrB2 ahead of time by displaying a white image on the
OHMD over a black background and measuring the per-pixel response

using camera C2. The form factor describes imperfections in the dis-
play (e.g., vignetting, internal diffraction). An example result can be
seen in Figure 5.

Assuming perfect beam-splitters there is no internal reflection as
well as the transmissive and reflective terms are valid for the all incom-
ing light. However, we noticed deviations which we try to take care of.
Similarly to the other combined terms noted above, the absolute mea-
surement of tB1 and rB1 describing the characteristics of B1 were not
required for the implementation of our prototype. Instead, we calcu-
lated the ratio tB1

rB1
by observing a test scene with both cameras C2 and

C1 via the beam splitter, transmitted and reflected respectively, and
used our calibrated homography to collect spatially equivalent point
samples of color, followed by a linear regression. The same approach
was used to determine characteristics of B1 which was modelled as a
polynomial function determined by first observing the test scene with
C2 directly, then again through the OHMD display prism with the dis-
play turned off.

Finally, we had to take care of the display characteristics. We as-
sume the display to be linear as we work in linear RGB space but
typical display output is non-linear srgb, we adjust for the gamma cor-
rected curve of the final output value.

With these constants measured and the ahead-of-time calibration
performed, the result of the global compensation algorithm can be seen
in Figure 6. The displayed global compensation image takes into ac-
count the background (here a color chart) and tries to neutralize the
effect of color blending. One limitation of this approach is the dy-
namic range of the display integrated in the OHMD. The display can
only show values for I that are in the range of [0, 1]. However, de-

Fig. 5. Example of measuring and correcting the form factor F describ-
ing the light falloff in the OHMD caused by optical imperfections in the
display: (Left) Displaying a white image in front of a uniform black back-
ground gives the form factor FrB2. (Right) Compensating only for FrB2
result in a more uniform image (here demonstrated again with a white
image). Both images are not cropped and recorded through the eye
camera C2.



Fig. 6. Overview of the visual results of an uncorrected OHMD (naive overlay displaying the desired image) and our three radiometric compensation
algorithms (global compensation, adaptive compensation 1, adaptive compensation 2). One can see that all three compensation algorithms improve
the visible results and compensate for the background. However, the adaptive compensation 1 tends to increase the general brightness of the image
to avoid clipping), All images are captured through the OHMD by camera C2 and are cropped to only cover the display area.

pending on the incoming light from the physical background, desired
result, and form factor of the OHMD, it is possible that the algorithm
computes an I which is outside this range. One example for this would
be a relatively dark desired image R while having a very bright back-
ground E resulting in an I which needs to be negative to compensate
the bright background. Basically, we would need to darken the back-
ground which is not possible with a standard OHMD hardware design.
This shows the effective limit of this type of compensation. In the
case of a bright background and a dark desired result (I < 0) we call
this negative clipping. For dark environments, a bright desired result
and low form factor F (I > 1), we call this positive clipping. The re-
maining artifacts caused by the background which are still visible in
the result image (see Figure 6) are examples for pixels that can’t be
compensated as the dynamic range of the display is exceeded. In the
following we present two alternative approaches called adaptive com-
pensation 1 and adaptive compensation 2 that adapts the contrast and
brightness of the overlaid image to reduce the occurrences of clipping
errors while using the dynamic range of the integrated display.

5.2 Adaptive radiometric compensation

Both adaptive algorithms still apply the final correction step as in equa-
tion 8, but their goal is to modify the desired result R by replacing it
with R′ which has the characteristic that it reduces the total number
of pixels I outside the range [0,1] whilst keeping R′ as perceptually
similar to R as possible. The inputs to both algorithms are the original
desired image R and the background light that would be perceived with
the display off, denoted ED, computed in the same way as equation 7

ED = tB2(tB1
C1
rB1

) (9)

Our first algorithm (labeled adaptive compensation 1 in results) is
based on the work in radiometrically correcting projector-camera sys-
tems as proposed by Grundhöfer and Bimber [9]. Besides using our
additive light model for error computation steps, the primary differ-
ences are that we use ED in place of the projection background mate-
rial E, and assume that maximum displayable intensity FM is white for
all pixels. In brief (for a more details we refer to [9]), the algorithm
works by creating a luminance map L from the Y channel of R in the
CIE XYZ color space, using the minimum and maximum values of ED
and the average value of L to perform a global scaling step, then com-
puting the remaining clipping error as Err. The Err map is smoothed
with a Gaussian filter, then masked by the threshold map [16] of R, the
result of which is used to lighten or darken the globally scaled image
locally, giving R′.

The algorithm for adaptive compensation 1 increases the brightness
even if clipping does not occur and leads to general brighter results.
We therefore developed another algorithm for locally adapting display
output (labeled adaptive compensation 2) which does not perform any
global compensation, in an attempt to preserve the full dynamic range
of the display device in areas that do not have any clipping artifacts.
The projected intensity of adaptive compensation 2 is calculated in the
same manner as the other compensation methods, once again calculat-
ing a new value for R′, as in

I =
R′− tB2(tB1

C1
rB1

)

FrB2
(10)

where R′ is targeted at maintaining the contrast and chromaticity char-
acteristics of the original desired image D after the blend is applied,
sometimes at the expense of direct colour accuracy. First we calculate
the uncorrected result R using equation 7, then calculate a threshold
map from the blended image. This threshold value T describes the
maximum amount of correction that may be applied to any given pixel
- as we want some correction possible across the entire image we set a
small, empirically determined floor value

T = max(0.05,T M(R)) (11)

We next find the projection error in RGB color space, which is the
amount by which R is out of the [0,1] boundary. For each RGB channel
we can determine ErrRGB with

ErrRGB =


R−1 if R > 1
R if R < 0
0, otherwise

(12)

The luminance error map ErrY , representing the Y component in
CIE XYZ color space, is calculated by direct multiplication from
ErrRGB, including negative components. The error is then masked by
the threshold map to create ErrM by clamping values on the range of
[−T,T ]. As ErrM is quite sharp at this point (as it is partially derived
from a Laplacian pyramid), we smooth it using a boosted Gaussian
blurring function with a sigma of 1

20 th of the display width. This blur
does not make any pixel darker; it boosts pixels’ brightness based on
their proximity to any other brighter pixel. The positive and negative
values of ErrM are treated in separate passes, then summed to create
ErrG.

R′ is calculated by modifying the Y channel of D in the CIE xyY
color space by the corresponding position in ErrG. An overview of
the results achieved with both approaches can be seen in Figure 6.



Fig. 7. Detail of the displayed compensation image computed for each
approach. Adaptive compensation 1 tends to compute brighter com-
pensation images to avoid clipping while adaptive compensation 2 uses
the dynamic range of the display by saturating the colours compared to
the global compensation.

5.3 Implementation
All three algorithms are implemented using Qt 5.4 and OpenGL 3.3.
Our developed application uses QML to display the intermediate and
final results, however the radiometric compensation is running in
GLSL on a series of framebuffers. We use PointGrey’s FlyCapture
version 2.8 to access the camera and OpenCV 3.0 for the ahead of
time calibration steps. The whole application runs on a Windows 10
x64 desktop computer (Intel Core i7-2600 CPU with 3.40GHz, 8GB
RAM, nVidia GeForce GTX750) which was also driving our proto-
type described earlier which is based around an Epson Moverio BT100
which is driven via a custom HDMI connector instead of the default
analog connector to improve the video quality. This custom HDMI
connector was taken from a Meta Glass prototype which internally
used also a version of the Epson Moverio BT100. All three algorithms
were running in real-time, constrained only by the camera frame-rate
which was at 25fps.

6 RESULTS

We tested our approach with a combination of several foreground and
background combinations. Figure 6 shows some of the results with a
test image from a standard Computer Vision image database5. Here we
can see the reference image which is the desired image used as input
for our algorithms. Based on the previously described algorithms we
compute the compensations image (”displayed compensation”) which
is displayed in the display and blends with the background, in this case
a color chart, to mitigate the effect of color blending. The final results
can be seen in the top row of Figure 6.

Overall, one can see that our three compensation algorithms make
visual improvements that better resemble the reference image when
compared to the naive overlay. What is also visible is that the adap-
tive compensation 1 results in a brighter image. When compared to
adaptive compensation 1, algorithm 2 performs less overall correction
but is more highly targeted to areas with more color blending inter-
ference. In areas where both algorithms perform a similar amount of
deviation between R and R′, adaptive compensation 1 will tend to-
wards white, whereas adaptive compensation 2 will tend towards less
bright but more saturated colors. Figure 7 shows some details of the
computed calculation image shown in Figure 6 and one can see for
example in the lower left corner that the adaptive compensation 1 is
brighter while adaptive compensation 2 saturates the colours. This be-
haviour can also be seen on the details for other results.

Figure 8 shows the regions where clipping occurs together with a
histogram. What can be seen is that the adaptive compensation 1 pro-
duces less clipping compared to the other approaches. Adaptive com-
pensation 2 produces generally less clipping than the global compen-
sation but the difference is small and concentrates on smaller areas.

6.1 User Study
In addition to the presentation of the visual results of our approaches
for radiometric compensation, we conducted a user study to evaluate

5http://sipi.usc.edu/database/

Fig. 8. Images and histogram showing the areas and amount of clipping
for each approach and for each colour channel. Adaptive compensation
1 produces the least amount of clipping while adaptive compensation
produces less than global compensation but to an lesser extent than
adaptive compensation 1.

the subjectively perceived compensation quality. We decided for a
subjective evaluation as in particular the adaptive algorithms change
the original image content taking into account the human perception.
Consequently, the displayed image can not match the original image
as we designed both adaptive algorithms to not reassemble the origi-
nal image. We consequently decided for a well-established subjective
evaluation method similar to the one used in [9]. Instead of letting
users wear the head-mounted display, which would require a complex
eye-display calibration and would introduce additional, confounding
parameters to the study, we decided to show the visual results of dif-
ferent combinations as captured by the eye-camera C2 and let the par-
ticipants rate the visual quality on a standard computer screen.

6.1.1 Study design

We are following a within-subject, repeated measures design show-
ing each participant three different foreground images taken from a
standard Computer Vision image database6 each overlaid onto four
different backgrounds: wood texture, outdoor scene, urban scene, and
a color chart (Figure 10).

We also showed for each foreground image a reference image which
was the foreground image overlaid onto a uniform black background
which served as a reference representing the best possible output for
the OHMD. We had five conditions which were randomized: Refer-
ence image, no compensation (naive overlay), global compensation,
adaptive compensation 1, and adaptive compensation 2. Overall, each
participant saw 51 images (in three groups of foreground images).
The order of the images was randomized so that the three foreground

6http://sipi.usc.edu/database/

Fig. 9. Rating interface as used in the user study. The image was
shown on a non-distracting black background. The rating scale was
taken from the original ITU-T recommendation, including the (slightly
modified) wording of the anchors (0 and 10). The Next button was acti-
vated after a rating had been placed.



Fig. 10. The four background images used in the study representing
both, a range of practical environments possibly experienced in actual
application scenarios as well as extremes and subtleties of color, con-
trast, and other image characteristics.

groups and the order of the background images and conditions were
differently mixed per participant. We use random.org for the a pri-
ori randomization. All (combined) images used for the study were
captured through the eye camera C2. The camera’s brightness was
adjusted for each foreground image to match the desired color when
shown on a black background (reference image). However, the cam-
era settings were kept the same for each algorithm. The final images
were cropped to only show the area covered by the OHMD and had
a resolution (after cropping) of 1103x644 pixels. Some examples of
images used for the user study can be seen in Figure 12.

We are using a modified ACR-11-HR quality expression method
(ITU-T Rec. P.910) as described in [21]. The ACR method is widely
used in judging visual picture quality in multimedia applications, in-
cluding mobile video. Five or eleven point scales can be used, the
latter requires a slightly higher assessment time but is having a higher
distinguishing power. In addition, ACR does allow to work with a hid-
den reference image instead of being overt about this. We opted for the
11-point scale together with a hidden reference image (hence ACR-11-
HR) as the conservative options. Each image is watched for max. 10
secs in a randomized order (in groups) including the reference images
(HREF). The overall (differential viewer) score per image DV(PV S)
is then calculated by

DV (PV S) =V (PV S)−V (HREF)+10 (13)

where V(PV S) is the original raw rating on a 11 point (0..10)
Likert-like scale (prescribed format by ITU-T) and V(HREF) is the
subjective rating of the (”ideal”) reference image. Because all im-
ages have been randomized in their order the participants did not know
which image was HREF and also would not know which image result
was produced by which algorithm.

6.1.2 Study Results
Eighteen participants (five female, thirteen male) have been recruited
for the study with a mean age of 39 years (range 21-58). All partic-
ipants had normal or corrected to normal vision with one participant
indicating a certain, unspecified form of color blindness. After reading
an information sheet and signing an ethics consent form participants
followed on screen instructions on a 13” monitor and rated the image
quality of each individual picture by clicking a radio button (0..10) as
depicted in Figure 9. Each image had to be rated before participants
could proceed to the next image. All data has been automatically cap-
tured in a comma separated text file. The 51 image ratings per partic-
ipant have been rescored to their respective differential viewer scores
to mitigate effects of individual over- or underestimation of the image
quality. The resulting scores have been analysed for normality, skew,

Fig. 11. Means for differential viewer scores for the four user study
conditions. Asterisks (*) indicate a statistically significant difference (p<
.05). There was a significant difference in the perception of the image
quality between a naive blending and all of our implementations but not
in-between them.

and kurtosis and t-tests with an alpha level of 0.05 have been applied.
No outliers or anomalies have been detected.

There was a statistically significant difference between the naive
condition (M=6.82, SD=2.26) and each of the other three conditions
(global, adaptive 1, adaptive 2) (M=7.48, SD=2.09) but not between
the non-naive conditions, See Figure 11.

Those results indicate that our approach for radiometric compensa-
tion works well, but that we cannot conclude yet that the rather subtle
differences between the algorithms (global and two adaptive versions)
will make a perceivable difference for the viewer. Future studies have
to show potential differences in users’ perceptions.

7 CONCLUSION

We presented a first approach that enables radiometric compensation
of OHMDs in real-time and with pixel-accuracy. Existing approaches
only focused on creating display profiles improving the color accu-
racy but ignored the effect of color blending or used an external cam-
era to capture the environment making it not applicable for practical
applications as it needs to be geometrically re-calibrated for every
new position. In this work we present different design iterations for
a novel OHMD prototype virtually placing the camera into the user’s
eye, which allows us to capture the environment information as seen
by the user. This captured environment information is used by our
algorithms to compute a compensation image minimizing the effect
of color blending between the displayed image and the environment.
We presented the results of three different versions of the basic al-
gorithm which all have individual strengths and weaknesses. Visual
results as well as results from a user study confirm our hypothesis that
we can improve the visual quality of images displayed in OHMDs.
While all algorithms produce results which are significantly better than
the uncorrected image, the differences between each of them are only
marginal when evaluated by the users, warranting further investiga-
tion.

We believe this work to be of high relevance to the general field
of Augmented Reality but in particular for the development of future
OHMDs as well as Heads-up displays suffering from the effect of color
blending reducing the visual quality of digital overlays.

One of the biggest challenges of out approach is the limited dy-
namic range of the camera as well as of the display. The effect can
be reduced by using the dark shades that can usually added to the
OHMDs (Epson Moverio) or are integral part of the OHMD (Mi-
crosoft Hololens). However, cameras with higher dynamic ranges and
displays with a higher brightness would allow to increase the range
of colors that can be compensated while still being sensitive to small
deviations.



Fig. 12. Some of the result images we used in our user study. All images are captured through the OHMD by camera C2 representing the human
eye. The reference image shows the image displayed in the OHMD in front of a black background and serves as an ideal result. The naive overlay
is with a colored background but without radiometric compensation showing color-blending artifacts. The remaining images show the result of our
radiometric compensation using the different presented approaches reducing the effect caused by color-blending.

Future research directions include combining our approach with
eye-display calibration to allow the full integration into OHMD and
consequently would allow for evaluating our approach while wear-
ing the actual OHMD. Future generations of OHMDs could also re-
place the beam-splitter and the camera with a transparent image sensor
which is directly integrated into the glass of the OHMDs. Early pro-
totypes of these kind of sensors exist [14] but they are still a topic for
fundamental research questions and are far from being ready for com-
mercial use. Finally, we see many research directions exploring appli-
cations for this kind of OHMDs. In particular smart glasses that aug-
mented the capabilities of the user would benefit from our approach.
Instead of trying to achieve a desired color they could change it in or-
der to provide a better perceptual experience for example to raise con-
trast against a known background environment. This would also open
up opportunities for novel, unique AR applications. Examples include
color shifting/enhancement for color-blind or hard of sight users, di-
minished reality applications, and ’user’s eye view’ recording.
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