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ABSTRACT 
Optical see-through (OST) head-mounted displays (HMDs) enable 
users to experience Augmented Reality (AR) support in the form of 
helpful real-world annotations. Unfortunately, the blend of the en-
vironment with virtual augmentations due to semitransparent OST 
displays often deteriorates the contrast and legibility of annotations. 
View management algorithms adapt the annotations’ layout to im-
prove legibility based on real-world information, typically captured 
by built-in HMD cameras. However, the camera views are diferent 
from the user’s view through the OST display which decreases the 
fnal layout quality. We present eye-perspective view management 
that synthesizes high-fdelity renderings of the user’s view to op-
timize annotation placement. Our method signifcantly improves 
over traditional camera-based view management in terms of an-
notation placement and legibility. Eye-perspective optimizations 
open up opportunities for further research on use cases relying on 
the user’s true view through OST HMDs. 

CCS CONCEPTS 
• Computing methodologies → Mixed / augmented reality; • 
Human-centered computing → Empirical studies in visualiza-
tion. 
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1  
Many Augmented Reality (AR) applications rely on textual or graph-
ical annotations for providing additional cues for users to solve tasks 
or retrieve additional information about the physical environment. 
The continuous overlay of those annotations can assist workers 
with maintenance [20] or assembly [51, 59] tasks. While initially 
demonstrated mainly in video see-through (VST) displays, we see 
an increasing trend in utilizing optical see-through (OST) head-
mounted display (HMD) technology such as used in Microsoft’s 
Hololenses or Magic Leap’s HMDs. All those OST HMDs achieve 
the graphical overlay using semitransparent displays placed in the 
user’s view. While research has proposed numerous improvements 
to OST HMDs [24], perceptual issues introduced by semitranspar-
ent displays still pose several challenges. In this work, we focus on 
the poor legibility and decreased contrast of graphical annotations, 
commonly introduced by the interference between the annota-
tions and the real-world background (Figure 1 (Bottom, Left)). View 
management combined can improve contrast by adapting the place-
ment [9, 40] and appearance of annotations [14, 22, 25]. However, 
correct view management requires exact knowledge of how the 
scene looks to the user when viewed through the OST HMD. 

As the user’s actual view through the HMD is not available, 
previous work often relies solely on the built-in HMD camera [9, 
17, 40] for view management. However, the ofset between the built-
in camera and the user’s eye leads to incorrect assumptions of the 
user’s view and, thus, label placement, impacting the legibility and 
contrast of labels against the background (Figure 1 (Left), Figure 2). 
In addition, most view management techniques optimize layouts 
for a single camera view but do not consider stereo vision and the 
natural parallax between the eyes. This approximation often causes 
a diferent view for each eye, impacting legibility of text (Figure 2). 

In this paper, we introduce eye-perspective view management 
for OST HMDs that optimizes label layouts from the viewpoint 
of both user’s eyes, thereby supporting stereo vision, avoiding 
double vision, improving contrast and the overall legibility (Figure 1 
(Center, Right)). Our approach to view management is based on 
eye-perspective rendering (EPR) [10], which reconstructs the user’s 
view through the OST HMD in real-time. EPR is inspired by user-
perspective rendering (UPR) for handheld AR [35, 54], where the AR 
view on a handheld device is distorted so that the device resembles 
a transparent lens from the user’s perspective. As our approach 
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Figure 1: Without knowledge of the user’s true view, AR applications do not have information to place augmentations such 
as labels without them interfering with the background. (Top, Left) Using the camera feed from a built-in head-mounted 
display camera, a view management algorithm places labels suitable for the respective background areas, assuming this ensures 
legibility of labels. (Bottom, Left) In the actual view through the display, the user perceives the label in a diferent location 
due to the viewpoint ofset and parallax between the camera and the user’s eyes, which leads to contrast and legibility issues. 
(Center and Right, Top) Eye-perspective view management synthesizes high-fdelity renderings of the user’s view through the 
display for both eyes in order to adapt label placement in order to avoid visual interference with the background. (Center and 
Right, Bottom) As eye-perspective view management optimizes the label layout based on the user’s actual view through the 
display, the fnally perceived layout is faithful to the calculated layout. Eye-perspective view management also optimizes the 
layout for both eyes, so that labels share the same uniform background in each eye to legibility issues due to stereo perception. 

is mainly software-based, EPR can be implemented on currently 
available OST HMDs, avoiding hardware modifcations that reduce 
the eye-box and increase the size of the HMD [25, 27, 50]. 

As the specifc challenges in stereoscopic view management 
for OST HMDs are rarely discussed, we initially perform an ex-
ploratory study in which we replicate perceptual issues that have 
been observed when reading subtitles in stereoscopic Virtual Re-
ality (VR) [38]. In the study, we also evaluate background uni-
formity behind text as a potential solution for stereoscopic view 
management to avoid such perceptual issues. We analyze diferent 
approaches to implement EPR for real-world scenes of diferent 
complexity, which allow for stereoscopic eye-perspective view man-
agement and support various HMD hardware confgurations. While 
for simple planar scenes EPR based on an efcient homography of 
the HMD camera view may be sufcient [54], for more complex 
scenes 3D proxy geometry of the scene must be created at run-
time [3] to avoid visual artifacts in the synthesized views. Based on 
our analysis, the chosen EPR method for stereoscopic view man-
agement strikes a balance between computational performance and 
reconstruction quality. Finally, we demonstrate the feasibility of our 
EPR-based, stereoscopic view management in a second user study 
and compare it against traditional view management relying only 
on the real-world view of a built-in HMD camera. Our results show 

that EPR-based view management signifcantly improves annota-
tion placement and legibility while compensating for viewpoint 
and, thus, visible background changes in a mobile AR scenario. In 
summary, we make the following contributions: 

• We demonstrate that stereoscopic perception of annotations 
in AR HMDs infuences their legibility when text is ofset 
from the real-world background and present background 
uniformity as a potential solution. 

• We explore various approaches for synthesizing the user’s 
view and their suitability for view management for OST 
HMDs. We focus on approaches that ft mobile HMDs and 
utilize commonly available hardware. Hence, the methods 
can be integrated into existing HMDs without requiring hard-
ware modifcations, thereby, opening up further research into 
eye-perspective view management and other algorithms and 
interactions requiring information about the user’s view. 

• We create a novel eye-perspective view management algo-
rithm for OST HMDs that utilizes scene information from 
both of the user’s eyes for optimization, thereby relying on 
the user’s true view of the real-world scene. The results of 
our user study show that eye-perspective view management 
improves the contrast and legibility of annotations compared 
to view management optimizations based on the integrated 
camera view of an HMD. 
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Figure 2: Illustrating the mismatch between HMD camera and user’s eyes. We measured the ofset between the built-in HMD 
camera and the user’s eye for various commercial AR HMDs and created renderings for a Unity scene illustrating this ofset for 
left and right eye of the user. Labels are placed at 70cm from the HMD, the scene is approximately 2m from the HMD. The 
background behind the labels changes with each device and eye perspective compared to the HMD camera view. Displacements 
depend on the location of the HMD camera relative to the user’s eyes. Note that, due to the stereo perception of the labels, the 
label background is diferent for left and right eye, which can lead to perceptual issues when reading labels. 

2 RELATED WORK 
In the following, we provide an overview of techniques for im-
proving the rendering of annotations, such as view management 
algorithms that base their decisions on an analysis of the real-world 
background that often does not match the user’s real view through 
the display. We then discuss work that focuses on UPR or EPR. 

2.1 View Management 
A number of approaches have been proposed that use the real-world 
background to improve AR rendering. Relevant to this work are 
those that improve the annotations’ layout, i.e., view management, 
and rendering to improve legibility. 

Annotation Placement. In early work on view management, Bell 
et al. [4] optimized label placement in AR and overcame the issue 
of EPR by simulating their approach in VR. Later work utilized 
VST AR, where the user perceives the real world via a video feed 
that can be analyzed and augmented directly as the user’s view. 
Examples include the optimization of annotation placement based 
on visual features or visual saliency [17, 44], snapping to or aligning 
with geometric features [26, 39], or the adaptation of label visibility 
based on a background analysis [17, 28, 40]. For instance, Orlosky et 
al. [40] utilizes background uniformity and darkness criteria to iden-
tify areas where labels would be legible in a video image. However, 
these approaches have been demonstrated in VST AR as applying 

these methods directly to OST HMDs produces erroneous results, 
because the camera view(s) and, thus, the base for optimization, do 
not match the user’s view of the scene (Figure 3). 

Contrast and Color Enhancement. Particularly in the area of con-
trast and color enhancement, several approaches have considered 
the efect of blending displayed information with the real-world 
background [22, 25, 27, 49]. However, most of these works rely on 
simulations to demonstrate their approach and do not solve the 
issue of mapping from a camera view to the OST display as seen by 
the users. An exception to this is the work of Langlotz et al. [25, 27] 
who modify an OST HMD with semitransparent mirrors refecting 
incoming light towards calibrated cameras to enable EPR in order 
to compensate for the efect of background color blending by ap-
plying pixel-wise corrections. While they proved the efcacy of the 
approach, it requires hardware modifcations that substantially add 
to the size of the HMD. 

Stereo view management. There are several examples in the liter-
ature on utilizing depth cues and stereo perception for label place-
ment (e.g. [42, 43]). Recently, there has also been work on identify-
ing and overcoming depth issues and perceptual conficts between 
text and background when displaying subtitles in VR scenes [38, 48]. 
When labels are not aligned with scene geometry but shown at 
a diferent depth, double vision of the background negatively im-
pacts legibility. Furthermore, stereo view management will perform 
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Figure 3: Optimization criteria utilizing incorrect scene information. (Left) The HMD camera view and the (Center) user’s real 
view capture a real-world scene from diferent perspectives. Therefore, optimization algorithms like view management rely 
on incorrect scene information when utilizing the HMD camera’s view to optimize content for the user’s view. (Right) Blue, 
yellow and white overlays illustrate the results of an optimization criterion utilizing HMD camera information, overlaid over 
the user’s view. Blue indicates pixels that are incorrectly classifed as valid regions in the HMD camera view. Yellow indicates 
pixels that are valid in the user’s view, but have not been detected in the HMD view. White indicates results that are correctly 
classifed despite the ofset, due to visual similarity between HMD camera view and the user’s view in the respective area. 

worse in VST AR HMDs because the background negatively af-
fects the legibility of labels, with authors reporting a decrease in 
performance in search tasks [42]. Overcoming this issue requires 
understanding the scene as viewed by the user which seemed so 
far unfeasible for OST HMD. 

2.2 Eye- and User-Perspective Rendering in AR 
UPR or EPR for AR is typically aimed at VST AR displays and only 
very few considered related issues for OST HMDs. 

Video See-Through AR Displays. Video-based UPR approaches at-
tempt to warp or render a view of a physical scene so that it appears 
as seen by the user of a system, for instance, based on calculating 
the desired viewport for a user’s eye position when looking through 
a handheld AR display [21, 31]. Samini et al. [45, 46] demonstrated 
the feasibility of this UPR technique for interaction and search 
tasks. A variation of this approach was presented by Tomioka et 
al. [54] who used 3D feature points of the scene to continuously 
calculate a homography that transforms the video image to the 
desired view of the user. To avoid continuous updates and the per-
formance overhead of head tracking, Pucihar et al. [56, 57] assumed 
a fxed location of the user’s head relative to the handheld display. 
Mohr et al. [35] overcame the restricted head position by efciently 
updating the head position only when the user’s viewpoint rela-
tive to the handheld device changed beyond a certain threshold. 
2D approaches that warp the camera feed introduce perceivable 
artifacts if the scene is not mostly planar, or introduce disocclusion 
artifacts where parts of the scene are not visible from the user’s 
viewpoint. This can be overcome by using image data and proxy 
geometry from RGBD cameras [47] or a complete 3D reconstruc-
tion [3]. Due to the computational overhead of these methods, other 
works rely on a single depth image and create missing information 
by image-based rendering (IBR) [1, 2, 47]. 

Closest to our technical solutions for realizing EPR is the work of 
Chaurasia et al. [7] who presented a UPR method to create a video 
see-through AR mode on an Oculus Quest, a mobile VR platform, 
rendering the information of greyscale stereo cameras from the 

view of the user’s eyes. A very recent work aimed at providing an 
improved 3D reconstruction. Instead of using motion vectors for 
creating the stereo matching [7], the approach used learning-based 
stereo matching [29]. Unfortunately, two high-end graphics cards 
(NVidia Titan) are needed for computing the see-through mode, 
which makes it unlikely that the method will work for mobile 
AR hardware soon. Finally, the existing approaches have not been 
applied in OST HMDs or compared against each other in practical 
scenarios. In this paper, we perform a systematic evaluation of EPR 
approaches that are based on UPR to determine feasible solutions 
for synthesizing the user’s view through OST HMDs to perform 
optimizations based on the real-world background. 

Optical See-Through AR Displays. To prototype and evaluate 
methods that rely on the user’s viewpoint, previous work has often 
relied on software simulations of OST displays [22], or cameras 
looking through the display instead of the user’s eyes [23]. A so-
lution that allows for human subject experiments, is the approach 
of Langlotz et al. [25, 27, 50] which captures the user’s view by in-
troducing additional cameras and beam splitter into a prototypical 
HMD. While demonstrated in a mobile setup [50] their approach 
adds to the bulk and weight of the HMD, in particular when sup-
porting larger felds of view. We base our EPR on the idea of UPR 
for mobile devices such as smartphones or tablets. 

3 BACKGROUND UNIFORMITY FOR 
STEREOSCOPIC TEXT ANNOTATIONS 

Perceptual issues such as double vision negatively impact the per-
formance during selection tasks in stereo displays [53] and VR [60] 
when a mouse cursor and 3D geometry are shown at diferent 
depths. Previous research in VR has also shown that double vision 
causes issues with legibility, when the text is not aligned with the 
3D geometry of the scene [38, 48]. Depending on the focus dis-
tance, either the text or the scene is perceived as doubled. To avoid 
perceptual issues, typically text or mouse cursors are aligned with 
the depth of the 3D scene. However, in AR, aligning labels with 
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Figure 4: Overview stereo vision study. (Left) A sketch of the apparatus setup and the position of text and user, as well as the 
distance of the background in the ofset condition and uniform condition. (Right) The text label overlaid over the background 
in the ofset condition with striped backgrounds for the left and right eye showing the difering background behind the text 
leading to double vision. In the aligned condition, the text had the same background for both eyes. Note that for aligned and 
ofset conditions, the width of vertical stripes was adjusted so that the text always had the same background. 

the background is not feasible, because labels are also utilized to 
annotate a real-world context at a certain depth. We performed 
an exploratory user study to confrm the presence of perceptual 
issues, such as double vision and poor legibility, when reading 
stereoscopic AR labels on an OST HMD in front of a real-world 
background. Furthermore, as an alternative to depth adjustments, 
we explore the option of using a uniform background to avoid per-
ceptual issues. The results of this study inform the design of our 
novel eye-perspective view management solution. 

Study design. We used a within-subject design where partici-
pants read white textual labels shown within an OST HMD. The 
labels were rendered without a billboard and at a fxed distance of 
70 cm from the participants (Figure 4). During the study, the text 
distance was kept constant, and the background distance varied. 
The independent variable was background with three conditions: 
(1) vertically striped background placed at a distance aligned with 
the text label, (2) vertically striped background placed at a distance 
ofset from the text label by 120 cm, and (3) uniform blue back-
ground also ofset by 120 cm from the label. In the ofset condition, 
the vertical stripes lead to diferent backgrounds behind the text 
label, which in turn can cause double vision due to eye vergence 
on the label in the foreground. The uniform condition represents a 
potential solution to the encountered perceptual issues. 

Participants. For the user study, 12 participants (3 female, � =30.6 
(7.7) years) volunteered. All participants had normal or corrected-
to-normal vision and were not afected by color vision defciency. 
We determined the dominant eye of participants with the Miles 
test [33] to align the text with that eye during the tasks, as it is 
generally used for reading. 

Apparatus. Participants were seated in front of a 52 inch screen 
showing a uniform or striped background depending on the con-
dition. We used a Microsoft Hololens 2 to display white textual 
labels (Figure 4). The screen could be moved to realize the aligned 
and ofset conditions during the study. Before each condition, users 

aligned the text with the background so that its size (2cm) and loca-
tion was the same between conditions. The text was shown in the 
Hololens at the highest brightness setting. The uniform condition 
had a blue background with RGB #00339B, the stripes alternated 
between blue and orange (RGB #FF6600) (Figure 4 (Right)). 

Task. Participants read the text aloud and were instructed to 
avoid errors. The text consisted of simple three-line sentences, with 
on average 58 characters and 10 words per text (Figure 4 (Right)). 

Data Collection. We measured Task Completion Time (TCT) 
starting from when the text was shown to users until they fn-
ished the reading label. We also measured error as the number of 
mistakes during reading. Participants flled out a NASA TLX ques-
tionnaire after each condition, custom questions using a 7-point 
scale regarding eye fatigue (Q1), experiencing double vision (Q2), 
and difculty reading due to the background (Q3). Participants also 
stated preference for background pattern (striped, uniform) and 
preference for ofset (ofset, aligned). 

Procedure. Participants were recruited via public email to a uni-
versity campus. After flling out an informed consent form and 
demographics data, participants were seated in front of the appa-
ratus and put the HMD on. Once participants calibrated the setup 
and performed trial tasks , the frst condition started, and they read 
30 unique sentences. After fnishing a task, participants removed 
the HMD to fll out questionnaires. After fnishing all conditions, 
participants ranked conditions and the experimenter performed an 
interview. The experiment lasted approximately 45 minutes. The 
order of background conditions and text sets was balanced with a 
mutually orthogonal Latin Square. For analysis, we calculated the 
mean of TCT and errors for each condition for each participant. 
With 3 (conditions) x 30 (texts) = 90 repetitions for each participant 
and task, for 12 participants there were 1060 trials. 

Hypothesis. We expected that the ofset condition would perform 
worse than aligned condition where text and object are at the same 
depth because the ofset between text and background would lead 
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Figure 5: Data stereo vision study. (Top) Questionnaire re-
sponses to questions about eye fatigue, double vision, issues 
with the background while reading, as error, TCT and raw 
TLX results. (Bottom) The items of the NASA TLX. 

to double vision due to eye vergence [38, 48] making it harder 
to read the text. Furthermore, the alternative approach of using 
a uniform background for stereoscopically displayed text would 
perform better than the ofset condition. 

Results. If not indicated otherwise, we report numerical values 
as “mean (sd)”. We evaluated the data using a signifcance level of 
0.05. The residuals underlying the data did not fulfll the normality 
requirement. Therefore, we used non-parametric Friedman tests 
and post-hoc Wilcoxon signed-rank tests for analysis. We calculate 

� efect size for Wilcoxon signed-rank tests as � = √ [12]. The 
� 

reported p-values are Holm-Bonferroni corrected. The analysis was 
performed using the statistics software R. We summarise the overall 
results in Figure 5. Friedman tests revealed signifcant diferences 
for Q2 regarding double vision (�2(2)=4.86,p=0.001) and for efort in 
the NASA TLX (�2(2)=13.15,p=0.001). Wilcoxon signed-rank tests 
revealed a diference at the signifcance level for Q2 between ofset 
and aligned condition (Z=2.86,p=.012,r=.58), and for efort between 
ofset and uniform condition (Z=2.91,p=.006,r=.59), and ofset and 
aligned condition (Z=2.63,p=.012,r=.54). 75% of participants pre-
ferred the uniform background. Regarding the striped background, 
75% of the participants preferred the condition where the screen 
was aligned with the text label. 

Discussion. Our data shows only statistically signifcant difer-
ences with respect to participants perceiving double vision of the 
background (Q2) in the ofset condition, as well as with respect 
to the efort parameter of the NASA TLX where participants in-
dicated higher efort when reading text in the ofset condition. 
After experiencing all conditions, 58% of participants clearly stated 
that the uniform background was most comfortable for reading, 
while the striped background in the ofset condition was harder 
to read due to issues of double vision (75% of participants), and 
perceived motion of the background (25% of participants) while 
reading the text. The perceived motion can be explained by the 
eyes moving along the text during reading, leading to background 
variations for each eye. While we observed other trends in the data, 
we refrain from reporting these as a larger sample size or a more 

complex task may be required to produce signifcant results. How-
ever, taking into account the preference data and user feedback, the 
study afrms perceptual issues due to the label ofset from the back-
ground, similar to previous work from VR [38, 48]. Furthermore, 
not only aligning content to the background, but also ensuring 
background uniformity for both eyes appears to be a potential so-
lution to such perceptual issues. These results emphasize the need 
for eye-perspective view management algorithms that consider the 
view of each eye for optimizing the view. 

4 EYE-PERSPECTIVE VIEW MANAGEMENT 
Overcoming the issues of double vision and text readability requires 
a scene analysis from the user’s perspective. More than that, it 
requires the analysis of the scene as seen by each eye of the user 
which in turn requires frst computing the view of the scene for each 
eye utilizing EPR. Once done, we must compute the eye-perspective 
view management from the EPR that gives us the optimal position 
of the label. In the following, we outline these two main steps. 

4.1 Eye-Perspective Rendering 
While EPR has not been proposed for OST HMDs, we beneft from 
the works presenting UPR in the context of handheld VST AR dis-
plays. Hence, in the frst step, we implement several EPR approaches 
that are inspired by the current state-of-the-art technology in UPR. 
To increase the practical applicability of EPR to real-world use cases, 
we focused our exploration on algorithms that can be implemented 
on consumer-grade hardware without additional hardware modif-
cations or excessive hardware requirements. Therefore, approaches 
that require extensive modifcations of the HMD [25] or need a 
dedicated top-end graphic card just for computing the EPR for one 
eye [29] were not considered. 

To facilitate the discussion of EPR, in the following, we defne 
the general EPR system (Figure 6). An EPR system consists of an 
HMD worn by a user and positioned in the world coordinate system 
� . Rigidly attached to the HMD is an RGBD sensor that is also 
used for tracking. �� is used to transform from world coordinates 
to the coordinate system of the RGBD sensor and, thus, the head co-
ordinate system � . Our system synthesizes views of the real-world 
scene for the user’s eyes. Hence, the scene must be transformed 
to the eye coordinate system �� , where � can be �� � � or ���ℎ� eye. 
We achieve this by using the transformation ��� for each eye to 
move from � to �� . For view synthesis, we require input images �� 
for EPR captured using the RGBD sensor. For our discussion, we 
distinguish between the color component of this image ��,��� and 
the depth component of the image ��,� . The synthesized images 
for �� are defned as ��� . 

Based on the UPR literature, we decided to utilize two general 
approaches to synthesize the user’s view ��� through the display: 
a homography of the currently captured view ��,��� , and using 
3D proxy geometry and visual information of one [47] or more [2] 
captured views ��,���� . We implemented three EPR approaches 
(Figure 6): (1) a homography of the video ��,��� based on an analy-
sis of the scene that identifes the dominant plane, (2) view synthe-
sis using proxy geometry based on the depth and reprojection of 
��,���� into the user’s view, and (3) view synthesis using the same 
proxy and IBR for view synthesis. As the semi-transparent display 

https://Z=2.63,p=.012,r=.54
https://Z=2.91,p=.006,r=.59
https://Z=2.86,p=.012,r=.58
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Figure 6: Coordinate systems, transformations and EPR methods. �� transforms from world to head coordinates of an HMD 
RGBD camera providing color and depth information ��,���� . ��1 and ��2 represent the transformation from the RGBD camera 
to the user’s eyes. ���� � � are views of the real-world scene synthesized for the user’s eyes. The sketches on the right and �����ℎ� 
illustrate the setup of the EPR methods homography sufcient for 2D scenes, reprojecton for 3D scenes and image-based 
rendering also for 3D scenes using recorded views to resolve disocclusions. 

material of an OST HMD modifes the scene colors passing through 
the display [22], the fnal EPR of each method is modifed by a 
constant factor that depends on the used HMDs. In the following, 
we discuss details of these approaches. 

Homography. An EPR view synthesis can be achieved utilizing 
3D information of sparse SLAM-based reconstructions and creating 
a homography of the captured image ��,��� [54]. We create a 
homography of ��,��� based on 3D points of the largest identifed 
plane in the scene. To ensure temporal coherence, the homography 
input preferably considers a stable set of points that was visible over 
multiple frames and, thus has high confdence. An advantage of the 
homography is that it does not necessarily require a depth camera 
as SLAM features are sufcient for calculating the homography. 
A homography method works well in scenes containing mainly 
planar geometry at close distances, or with more complex scenes 
when viewed from a distance [5]. As the homography uses the 
current live video ��,��� , the method can represent changes to the 
scene structure when planarity or distance constraints are intact. 

Reprojection. The reprojection method utilizes depth and color 
information of the input image ��,���� to synthesize the user’s 
view of the real world. The live RGB image is projected onto the 
depth map and the textured geometry is transformed by �� into 
the user’s view. The reprojection method is suitable for structured 
3D scenes but may sufer from disocclusion artifacts leading to 
missing depth and color information in the synthesized view �� . 
As the method utilizes currently available scene information using 
����� , it can react to changes in the scene during the interaction. 
However, view-dependent visual changes cannot be modeled. 

Image-based Rendering. The IBR method also transforms the 
available 3D proxy geometry into the user’s view. As depth cameras 
may have issues with certain materials (e.g., Azure DK), or homoge-
neously textured areas (e.g., Stereo ZED Mini), a depth inpainting 
method is used to fll in small holes in the depth map before reprojec-
tion, and again after reprojection to fll in holes due to disocclusion 
artifacts. Our inpainting method is inspired by Schöps et al. [47] 
but uses an efcient push-pull approach for inpainting [16]. An 
IBR algorithm [6] flls in missing color information using images 
that are recorded while the user interacts with the scene. The IBR 

method can be applied to complex 3D scenes and allows us to fll 
in missing information for the user’s view with recorded scene 
information. View-dependent visual changes can also be taken into 
account when synthesizing views. However, when scene changes 
occur, the strategy recording ��,��� views for the IBR must ensure 
that images are kept up to date. 

4.2 View Management 
Once we have computed the individual view for each eye using EPR 
we need to optimize the annotations placements in these views. 
To do so, we designed a view management method that adapts 
the layout based on the reliability of EPR information. Our view 
management is based on state-of-the-art hedgehog labeling [30, 52] 
that allows us to easily defne criteria for view management and 
provides a temporally coherent layout. 

Principle. Labels represent 3D objects and are placed in 3D world 
space. The layout algorithm projects 3D labels into the user’s eyes 
using the determined eye position to determine a 2D projection 
of the label. This 2D projection is used to access the information 
calculated based on the EPR view for a user’s eye in order to opti-
mize the label position. The label position is adjusted using a vector 
feld calculated from a set of optimization criteria based on the EPR 
views, adapting the layout based on information from both of the 
user’s eyes. After the optimization is fnished for the current view, 
the calculated positions are converted back to 3D space via unpro-
jection. In line with Tatzgern et al. [52], the layout algorithm places 
labels close to their origin, and the label movement is constrained 
to 3D planes in the scene. Planes are placed at the depth of the label 
origin which typically corresponds to the 3D position of the anno-
tated object. To ensure temporal coherence of labels, as suggested 
by Tatzgern et al. [52] and evaluated by Madsen et al. [30], a label 
layout is frozen after optimization and updated when users change 
their viewpoint of the scene. 

Optimization Criteria. We implemented several criteria that al-
low us to optimize the label placement. The optimization is based 
on an analysis of the user’s actual view through the HMD generated 
with EPR. We provide references for criteria that are derived from 
previous work. 
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Figure 7: Eye-perspective view management. Our view management utilizes synthesized EPR views for left and right eyes of 
a user to optimize label placement and improve legibility. Our method relies on four optimization criteria to control label 
placement: (1) background color uniformity, (2) lightness contrast with respect to the background color, (3) text legibility based 
on a frequency analysis using Gabor flters and (4) stereo vision uniformity ensuring that the scene background is visually the 
same for left and right eye. Colored pixels are areas that have been excluded as valid placement regions for labels based on the 
respective criterion. By combining all criteria valid placement regions are fltered. A vector feld moves labels towards the 
closest valid region. 

• The Background Uniformity criterion causes labels to be 
placed in areas with a uniform background color so that 
a label has a homogenous background. The criterion calcu-
lates the standard deviation of the RGB values over the label 
area [40]. 

• The Lightness Contrast criterion causes labels to be placed 
in areas, where the text color has high contrast against the 
background color determined from the EPR view. The crite-
rion evaluates the average lightness over the label area and 
aim for a recommended lightness diference of 27 [22, 61]. 

• To ensure legibility, the Texture Contrast criterion causes 
labels to be placed in areas with low-frequency backgrounds 
based on a Gabor flter analysis [15, 28]. For a candidate 
position, the criterion evaluates the percentage of textured 
pixels over the label area. 

• To optimize for the diferent views of each eye, the Stereo Vi-
sion Uniformity criterion optimizes label placement towards 
areas where the color of the EPR view is similar between 
both eyes of the user. Similarity is calculated as the absolute 
diference between the colors of both views. 

• Similarly, the Disocclusion Errors criterion prevents label 
placement in areas, where EPR provides no reliable informa-
tion about the real-world background due to disocclusion 
errors. The criterion evaluates the percentage of disoccluded 
pixels over the label area. 

Note that when looking for label placement candidates, our al-
gorithm considers the entire area covered by a label instead of just 
individual pixels of the projected label position. Summed area ta-
bles are used to efciently evaluate entire areas with respect to our 
criteria. For each criterion a threshold is used to remove candidate 

pixels that do not fulfll the criterion. See Figure 7 for a visualization 
of the results and an overview of the algorithm. 

4.3 Implementation 
All optimization criteria are realized by analyzing the EPR views of 
the user’s eyes in order to identify good label placement candidates. 
Each pixel of the EPR view is a potential label position and repre-
sents the projected center of the label. Good placement candidates 
are pixels where the optimization criteria are met for all surround-
ing pixels that are covered by the respective label. Depending on 
its lightness, each label has its own set of placement candidates. 
To avoid overlapping labels the area covered by other labels is ex-
cluded from the set of possible label placement candidates. In our 
current implementation, we use a greedy strategy processing labels 
sequentially. After calculating the set of placement candidates for a 
label, we compute a vector feld storing the direction towards the 
nearest candidate for each pixel. This vector feld is used to guide 
labels towards positions that meet our optimization criteria. 

Label placement candidates are initially computed in the EPR 
view of the dominant eye. However, to avoid stereo vision con-
ficts between the label content and the background, the Stereo 
Vision Uniformity criterion utilizes EPR views of both eyes. For 
this purpose, we project each candidate position of the dominant 
eye into the non-dominant eye. Then, we evaluate if the color of 
the corresponding candidate position is similar to the dominant 
eye. The algorithm only considers pixels of the EPR view of the 
dominant eye as good candidates where the absolute diference 
between the colors of the two EPR view pixels falls below a certain 
threshold. This straightforward stereo optimization strategy sup-
plements the other optimization criteria that already take care of 
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Figure 8: System confgurations. The setup used for evaluat-
ing EPR techniques and their impact in view management 
for OST HMDs. (Left) We use the Stereo ZED Mini to capture 
��,���� representing a typical camera of an OST HMD. A 
second Stereo ZED Mini placed at the position of the user’s 
eyes represents the user’s view and captures ground truth im-
ages ���� later used for comparison against the synthesized 
views ��� . (Right) The setup with the Project North Star OST 
HMD and one of the Stereo ZEDs attached directly to the 
HMD. The HMD was used in the second user study by study 
participants. When capturing views through the display, the 
device was attached to the capturing rig on the left where 
the HMD camera replaced one of the capturing rig. 

identifying uniform and untextured areas for label placement, and, 
thus, refnes the label position to avoid stereo conficts. 

5 EVALUATION 
In the following, we provide a detailed evaluation of our novel 
eye-perspective view management. We initially describe the results 
from a technical evaluation of the three EPR methods. The results 
of the technical evaluation inform our choice of EPR method for 
a user study investigating the efect of eye-perspective rendering 
on label layout quality, contrast, legibility, and perceived double 
vision of the background when reading labels. 

5.1 Eye Perspective Rendering 
We performed an evaluation to explore the feasibility of the three 
EPR methods as well as their limitations for our eye-perspective 
view management solution. 

Apparatus. We created a dedicated capturing rig (Figure 8 (Left)) 
consisting of two Stereo ZED Mini cameras. The top camera rep-
resented the built-in HMD camera capturing images ��,���� and 
providing tracking poses using Stereo ZED’s native tracking, while 
the bottom camera captured data representing the user’s eyes �� 
providing the ground truth ��� for the synthesized EPR views �� . 
The spatial arrangement of the cameras represented a typical HMD 
confguration. We based this confguration on the North Star HMD1 

that we also used in the subsequent user study. We calibrated the 
intrinsic and extrinsic camera using multi-camera calibration2. The 
setup is connected to a standard PC. The implemented EPR methods 
run in real-time on an Intel Core i9-10900K, with 3.7 GHz, and an 

1https://developer.leapmotion.com/northstar 
2https://calib.io 

NVIDIA GeForce RTX 2080 Ti, 11GB. Note that similar approaches 
have been shown to also run on mobile devices [47, 54]. 

Scenes. We used two AR scenes in our analysis, which vary in 
structural complexity in order to explore the methods for various 
target scenarios Figure 9. We applied our approach to a simple scene 
consisting mainly of 2D planes (2D scene) and a more complex scene 
containing depth disparities (3D scene). 

Data Collection. Analogously to Figure 3, we compared EPR 
views generated with the three render methods against a ground 
truth captured by a stereo camera representing the user’s eyes by 
calculating per-pixel quality diferences of an optimization criterion 
utilizing ground truth or EPR information. For this evaluation, we 
utilized the quality criterion of background uniformity. Exemplary 
results are shown in Figure 9. 

Discussion. As expected, the homography-based method pro-
vided reliable information only for mostly planar scenes for which 
an accurate plane can be detected. Naturally, any 3D geometry is 
distorted as seen in the color diference images leading to color 
and quality mismatches compared to the ground truth. A clear ad-
vantage of homography methods is that they can be realized with 
limited hardware resources as depth cameras are not necessarily 
required. While the planarity requirement is a clear limitation of the 
technique, homographies are feasible for use cases where content is 
applied to planar surfaces such as walls, e.g., when placing virtual 
windows, or also for distant scenes. 

The reprojection method using only RGBD information of the 
user’s current viewpoint generally provided reliable information for 
view management for 2D and 3D scenes. Note that while we used 
a stereo-based RGBD camera in our setup, we relied only on the 
RGB image of one camera as typical HMDs contain only one color 
camera. Missing information after reprojecting data into the user’s 
view can be clearly identifed and handled by the view management 
algorithm (see cyan pixels). Alternatively, an IBR-based inpainting 
strategy can be used to fll in missing information. 

We noticed that the IBR-based method sufered from ghosting 
artifacts, which is a common issue of real-time IBR methods and 
has also been encountered by previous work [11]. These ghosting 
artifacts come from imprecise geometric proxies due to inaccuracies 
in the depth map as well as pose inaccuracies due to the incremental 
nature of SLAM pose tracking and its continuous pose optimiza-
tions (e.g., loop closure). To solve these issues, previous work, for 
instance, utilized precise poses and geometry from dedicated recon-
struction algorithms that do not work in real-time [32] or utilized 
computationally complex algorithms that cannot be deployed to a 
mobile platform [58]. 

To strike a balance between reconstruction quality, fexibility re-
garding the complexity of scene structures, computational complex-
ity, as well as performance, we decided to base our eye-perspective 
view management algorithm on the reprojection EPR method. This 
straightforward method allowed us to generate views of even com-
plex 3D structures in real-time. However, a view management algo-
rithm has to consider missing information due to disocclusions. 

https://developer.leapmotion.com/northstar
https://calib.io
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Figure 9: Comparison. We explore the quality of EPR methods by comparing their synthesized views against the ground truth 
eye-perspective view for (Top) a mainly planar 2D scene and (Bottom) a more complex 3D scene. Annotations: Eye for the 
ground truth, Hom. for homography, Repr. for the reprojection method, IBR for the IBR method. The frst row for each scene 
shows color images of the ground truth, and compared EPR methods. Cyan pixels denote missing information, e.g,. due to 
disocclusions. The second row visualizes the results of the uniformity optimization criterion calculated on the EPR view and the 
ground truth. Yellow pixels indicate regions that are valid in the ground truth but have not been detected in the EPR view. Blue 
indicates pixels are valid pixels in the EPR view but not in the ground truth. White pixels indicate matching valid regions in 
both views. The results show the limitations of the homography method for non-planar scenes, while IBR matches the ground 
truth well. However, erroneous poses for the IBR method often lead to ghosting artifacts and thus to an erroneous optimization. 
The reprojection method is robust, but optimization algorithms must consider missing information due to disocclusions. 

5.2 View Management Previous work has evaluated the infuence of text contrast and 
legibility on participants’ performance [8, 13]. Therefore, our study We designed a within-subject study to evaluate eye-perspective 
focuses on evaluating the ability of eye-perspective view manage-view management. We were interested if the view management 
ment to enforce the optimization criteria that will result in better would be able to successfully improve contrast, legibility, and avoid 
label layouts for the user’s view through an HMD in terms of con-interferences with the background when reading labels. The study 
trast, legibility, and avoidance of interferences with the background. would also show, if sufciently precise EPR can be realized for 
The study also explored shortcomings of view management relying individual users wearing an HMD and changing their viewpoint. 
only on a built-in HMD camera. Our independent variable was view management with three con-

ditions (Figure 10): (1) a baseline condition, where no view manage-
ment was used to adjust label positions, (2) a condition where view Participants. We recruited 12 participants (3 female, � =32.3 (7.7) 
management was based on the information captured by a built-in years). On a scale from one to fve (best), the mean of self-rated 
camera as commonly present in HMDs, and (3) a condition utilizing AR experience was 2.1 (sd=1.4, median=1.5). All participants had 
eye-perspective view management based on EPR to optimize label normal or corrected-to-normal vision and were not afected by color 
layouts based on the computed user’s actual view. vision defciency. We determined the dominant eye of participants 

with the Miles test [33] as input to the view management algorithm. 
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Figure 10: Conditions. The images show left and right views through the HMD displays. The viewing rays of the cameras 
capturing these images through the HMD were always parallel. (Baseline) In the baseline without view management, the 
labels are placed ofset from their origin at a fxed distance, which leads to frequent interference with the background. (HMD) 
View management utilizing the view of the HMD camera optimizes the layout based on the camera view. Due to the ofset 
between the user’s eye and the camera, the optimization criteria are not always fulflled, leading to interference with the 
background. (EPR) Eye-perspective View Management utilizes the synthesized EPR view, which ensures that optimization 
criteria are fulflled for both eyes . 

Apparatus. Participants performed the experiment in a seated 
position in front of a table standing in front of a wall. They were 
seated on a swivel chair that could easily move to change viewpoints 
during the tasks. The height of the chair was adjusted depending 
on the height of the users. The scene presented to the participants 
consisted of various color and texture patches. The back wall of 
the setup consisted of a 52 inch screen that was used for the ini-
tial instructions and example for participants, single-point active 
alignment method (SPAAM) calibration [55], and background scene 
elements. When designing the real-world scene for the user study, 
we took care to use simple geometric shapes in order to improve 
replicability of the experiment. Earlier studies showed that lightness 
contrast and not color contrast is the driving issue of perceptual 
conficts with the background [61] and thus our labels were all 
light gray (RGB color: #B9B9B9, lightness 75). Three labels were 
placed in the scene. The baseline condition did not change the initial 
label position, while in the other two conditions, the labels were 
optimized by the respective view management method. 

For our study, participants wore a Project North Star HMD with 
an attached Stereo ZED mini for tracking and RGBD depth data (Fig-
ure 8 (Right)). The HMD and cameras were connected to a PC with 
Intel Core i9-10900K, 3.7 GHz, and an NVIDIA GeForce RTX 2080 
Ti, 11GB. To replicate the semi-transparency of the HMD displays 
afecting the perceived scene colors, the colors of the EPR and HMD 
view for the respective conditions were modifed by subtracting a 
constant value of RGB #1E0023 that was determined by minimiz-
ing the color diference between both views. The environmental 

light was set to 628.3 lux at a color temperature of 5604K using 
a LUPO Superpanel Dual Color 60 and measured via a Mavospec 
Base Spectrometer. The ofset between RGBD camera and the user’s 
eyes was calibrated with SPAAM [19, 55] where participants had 
to align nine points at two diferent distances (approx. 70cm and 
1m). The quality of the calibration was verifed by the participants 
by overlaying the rendered EPR views using the HMD displays for 
each eye separately. Participants calibrated until the views were 
aligned. Furthermore, participants were shown a test label on the 
HMD at the same distance as the actual labels and asked to read it 
using both eyes, to ensure a good quality stereo calibration. 

Task. Users had to align their viewpoint with a predefned posi-
tion and orientation and evaluate the quality of the label placement 
with respect to the optimization criteria of the view management 
algorithm described in section 4.2. The forced viewpoint changes 
lead to updates of the layout to refect the novel viewpoint. Once 
participants had aligned their viewpoints with the predefned view-
point, participants were instructed to avoid changing the viewpoint 
to prevent further changes in the background. Furthermore, during 
analysis, each label was frozen in place to avoid unwanted layout 
updates due to involuntary small head motions. 

Data Collection. For each label, participants rated the overall 
legibility and interference of the background using a 5-point rating 
scale, where 1 was the lowest rating. Participants also analyzed the 
layout of each label with respect to the utilized optimization criteria: 
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EPR HMD Baseline 

Uniformity 99.7 (1.4), 100 62.4 (33.2), 70 53.9 (34.7), 55 
Lightness 99.8 (1.3), 100 82.1 (28.4), 100 89.4 (21.6), 100 
Texture 100 (0.5), 100 84.8 (28.9), 100 74.4 (30.8), 87.5 
Stereo 99.4 (2.8), 100 82.8 (16.2), 80 84.2 (14.4), 90 
Overall Qual. 99.7 (1.4), 100 78.0 (19.0), 84.4 75.5 (18.0), 76.3 

Legibility 4.6 (0.7), 5 3.2 (1.4), 3 2.9 (1.5), 3 
Background 1.1 (0.2), 1 2.9 (1.6), 3 3.2 (1.5), 3 

SEQ 6.6 (0.6), 7 5.4 (1.2), 6 5.1 (1.5), 6 
Mental Ef. 1.3 (0.8), 1 2.3 (1.3), 2 2.5 (1.5), 2 

Table 1: Descriptive statistics. Data formatted as mean (standard deviation), median. Median is calculated over all labels. 

(1) background uniformity, (2) lightness contrast, (3) texture con-
trast, and (4) stereo uniformity. For the analysis, we calculated the 
overall label quality for each label as the average of the four quality 
criteria. Participants also rated the legibility of labels (1 to 5, 5 best) 
and the negative infuence of the background on legibility (1 to 5, 5 
worst). After rating all labels for a viewpoint and view management 
condition, participants rated task difculty using the Single Ease 
Question (SEQ) and mental efort using the Paas scale [41]. After 
fnishing all three view management conditions for a viewpoint, 
participants were asked to rank the three strategies according to 
perceived layout quality. Participants rated the optimization criteria 
by estimating percentages in steps of 10 where higher percentages 
meant better quality. Background uniformity was rated by estimat-
ing the percentage occupied by the largest uniform area behind 
the label. Lightness contrast and texture contrast were rated by 
estimating the percentage of the label background that was not 
too bright or textured, respectively. Stereo uniformity was evalu-
ated by estimating the percentage of uniform background between 
both eyes. This analysis was performed for both eyes separately. 
To avoid unnecessarily extending the user study, participants only 
performed this analysis for the dominant eye, when the background 
turned out to be uniform for both eyes. 

Procedure. Participants were recruited via university mailing 
lists and performed the study in a room on campus. After flling out 
an informed consent form and demographics questionnaire, partici-
pants were given a short introduction to the study. The introduction 
included a tutorial on SPAAM calibration to train participants to 
perform the procedure by themselves. To give participants an im-
pression of various SPAAM calibration qualities, the experimenter 
showed them overlays flmed through the HMD that were recorded 
before the experiment. To make sure, participants understood the 
task and the involved analysis, they were also shown exemplary la-
bels flmed through the HMD. Participants were then seated, put on 
the HMD, and calibrated their eye positions using SPAAM. After-
wards, the frst view management method placed labels in the scene 
and participants assumed the frst viewpoint. The experimenter 
queried the participants for each label and noted their answers. 
After rating all three labels for a viewpoint, the next view manage-
ment condition was shown. After all view management conditions, 
participants had to rank the conditions from best to worst based 
on the layout quality. Afterward, participants assumed the next 
viewpoint and the procedure was repeated. In total, participants 

had to assume three diferent viewpoints leading to various back-
grounds. An experiment lasted for approximately 90 minutes. The 
order of conditions and view positions was balanced using an or-
thogonal Latin Square table. We calculated the mean of each rating 
for each condition for each participant over all the viewpoints. With 
3 (conditions) x 3 (labels) x 3 (viewpoints) = 27 repetitions for each 
participant and task, for 12 participants there were 324 trials. 

Hypotheses. We expected that (H1) world-camera view man-
agement and eye-perspective view management outperform the 
baseline condition (no view management) because even though 
optimizations that rely on the integrated HMD camera are not 
precise, labels are generally pushed towards more suitable areas. 
We expected that (H2) eye-perspective view management will out-
perform HMD camera view management because the EPR view 
replicates the user’s view and places labels in areas that the view 
management identifed as suitable due to the optimization. 

Results. We analyzed the statistics as described in section 3. 
Results are summarized in Table 1 and Table 2, box plots and ranking 
data are visualized in Figure 11. Participants ranked eye-perspective 
view management frst in 97% of all cases, participants ranked HMD-
based view management second in 69% of all cases, and baseline 
third in 69% of all cases. In 16% of all cases, participants could not 
decide to rank HMD or baseline method second or third. However, 
they ranked eye-perspective view management in the frst place. 

5.3 Discussion 
In the following, we provide a summary of our learnings that can 
guide the use of eye-perspective view management algorithms. 

Eye-Perspective View Management Improves Layouts. Our user 
study clearly showed that eye-perspective view management us-
ing EPR can optimize label layouts for individual users wearing 
an OST HMD. Based on the statistically signifcant results of the 
user study, we partially accept H1 as eye-perspective view manage-
ment outperformed the baseline layout. In addition, we accept H2 
as eye-perspective view management outperformed HMD camera 
view management in all measured dependent variables. Overall, 
the average label layout quality, judged by participants was close 
to 100% for the EPR layout, compared to 78% for the HMD camera 
layout, and 75.5% for the baseline naive layout. As the view man-
agement took care of fnding homogeneous areas for placing labels, 
the EPR-based label layout leads to signifcantly better legibility of 



Eye-Perspective View Management CHI ’23, April 23–28, 2023, Hamburg, Germany 

Friedman EPR - Baseline EPR - HMD HMD - Baseline 

Uniformity 
Lightness 
Texture 
Stereo 

�2(2)=19.5,p=.00005 
�2(2)=18.7,p=.00008 
�2(2)=21.8,p=.00002 
�2(2)=18.4,p=.0001 

Z=3.06,p=.004,r=.63 
Z=3.03,p=.005,r=.62 
Z=3.06,p=.007,r=.63 
Z=3.06,p=.007,r=.63 

Z=3.06,p=.007,r=.63 
Z=3.06,p=.007,r=.63 
Z=3.06,p=.004,r=.63 
Z=3.06,p=.004,r=.63 

Z=1.96,p=.05,r=0.4 
Z=2.16,p=.03,r=0.44 
Z=2.87,p=.004,r=0.59 

Overall Qual. �2(2)=18.2,p=.0001 Z=3.06,p=.004,r=.63 Z=3.06,p=.007,r=.63 

Legibility 
Background 

�2(2)=18.8,p=.00008 
�2(2)=18.7,p=.00009 

Z=3.06,p=.004,r=.63 
Z=3.06,p=.004,r=.63 

Z=3.06,p=.007,r=.63 
Z=3.06,p=.007,r=.63 

SEQ 
Mental Ef. 

�2(2)=16.8,p=.0002 
�2(2)=15.7,p=.0004 

Z=3.06,p=.007,r=.63 
Z=2.96,p=.009,r=.6 

Z=3.0,p=.006,r=.61 
Z=2.86,p=.009,r=.58 

Table 2: Statistical analysis. Statistically signifcant results for the collected data analysed with Friedman test and Wilcoxon 
signed-rank tests for pairwise comparisons, including efect sizes. Pairwise comparisons are Bonferroni-Holm corrected. 

Figure 11: Data eye-perspective view management study. 
(Top) Answers about label quality: uniformity, lightness con-
trast, texture contrast, stereo uniformity, and overall label 
quality. (Middle) Answers regarding label legibility, issues 
with the background, task difculty (SEQ), and mental ef-
fort (ME). (Bottom) Ranking of view management conditions. 
Participants could not decide between second and third place 
for HMD or baseline condition in 16% of all cases. 

labels and fewer distractions caused by the background. In 97% of 
all cases, participants preferred the EPR label layout, emphasizing 
the impact of layout optimizations from the user’s eye perspective. 

Camera-Based Optimization Still Benefcial. We only partially 
accept H1 in terms of the HMD layout outperforming the baseline 
layout. The HMD layout outperformed the baseline layout in terms 
of uniformity and texture contrast. We did not fnd a signifcant 
diference in stereo quality for HMD and baseline, which is not 
surprising as both do not optimize the layout taking into account 
both eyes of the user. Interestingly, the HMD layout did not out-
perform the baseline in terms of legibility, background infuence, 

or overall label quality. The baseline layout was even signifcantly 
better in terms of lightness contrast than the HMD layout. This 
may indicate that layouts based on wrong assumptions of the user’s 
view (e.g., HMD camera view), do not ofer benefts compared to a 
very basic layout that is not optimized. However, more likely, this 
result can be explained by labels being placed in areas of the scene 
exhibiting diferent lightness characteristics. This placement may 
have adversely afected the overall label quality of the HMD view. 

When exploring the lightness contrast issue, we noticed that 
during the study both HMD and baseline conditions placed labels 
in low lightness contrast areas. However, the HMD labels were 
overlapping with areas of comparably higher lightness. Due to the 
additive nature of the OST HMD display, these areas made it likely 
impossible for participants to read the labels, thereby, infuencing 
the lightness contrast estimates. To explore this issue, we removed 
all label data that participants evaluated as having lightness contrast 
issues (90 of 324 labels), i.e., we fltered the data and kept only labels 
that were estimated as 100% good lightness contrast labels. While 
eye-perspective view management still outperformed both HMD 
and baseline layout, the HMD layout quality was signifcantly better 
than the baseline layout quality (HMD: 84.8 (17.6), 82.5; baseline: 
78.3 (18.2), 81.25), than the baseline legibility (HMD: 3.6 (1.4), 4; 
baseline: 3.1 (1.6), 3) and than the baseline background infuence 
(HMD: 2.4 (1.6), 2; baseline: 3.0 (1.6), 3). Note that we refrain from 
reporting results from statistical testing, as this analysis was not 
part of the initial hypotheses and should be investigated further. 

In summary, optimization relying on the HMD camera may still 
be more benefcial than having no layout optimization in place. 
This is backed up by preference data, as the majority of participants 
(69% of all viewpoints) ranked HMD layout in second place and the 
baseline layout in third place (69% of all viewpoints). 

EPR Replicates the User’s Views. Our main study showed that 
EPR can replicate the user’s view through an OST HMD with suf-
fcient precision so that eye-perspective optimization algorithms 
such as view management can adapt label layouts to improve leg-
ibility. More importantly, unlike previous studies utilizing OST 
displays [14, 27], participants were not forced to use a headrest but 
were allowed to change their view during the user study. Hence, we 
demonstrated that EPR can be utilized in mobile real-world scenar-
ios which enables further exploration of efective view management 
for real-world use cases, such as a localized assembly task, or when 
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users walk through a scene. EPR can also be applied beyond view 
management for other use cases for OST HMDs relying on real-
world background information, such as content-aware interaction 
methods [39], or supporting people with visual impairments [34]. 

Choice of EPR Algorithms. Based on our analysis of EPR algo-
rithms, we decided to utilize the rather straightforward reprojec-
tion method as input to the eye-perspective view management. 
The reprojection method has the advantage that due to the low 
computational demand, it can run on mobile hardware and utilizes 
less battery power compared to more elaborate methods [58]. Fur-
thermore, the reprojection method utilizes only the information 
from the current viewpoint of users and, therefore, can also react 
to scene changes. Therefore, the reprojection method is generally 
a good choice to explore the impact of EPR for various OST HMD 
use cases. However, missing information due to disocclusion arti-
facts may be a strong limiting factor of this method under certain 
conditions. Note that EPR is most useful for scenarios where a user 
is close to scene geometry. EPR may not be necessary when users 
view distant scenes as the parallax between camera and the user’s 
eyes does not introduce noticeable diferences in both views [5]. 

Disocclusion Artifacts. Disocclusion artifacts cause missing in-
formation in the synthesized eye-perspective view due to the ofset 
between the user’s eyes and the camera providing color informa-
tion of the scene. Disocclusion artifacts occur at the borders of 
3D scene geometry and grow larger the closer the view is to the 
scene [5]. While our eye-perspective view management can handle 
disocclusion artifacts, it may fail to fnd valid placement areas for 
larger disocclusions when 3D geometry is too close to the user, e.g., 
when users pick up the geometry for closer inspection using their 
hands. Hence, advanced inpainting methods may be required to 
reconstruct the occluded scene [36, 37, 58], or algorithms may rely 
on alternative optimization methods. 

Alternative Optimizations. When reliable scene information is 
not available, e.g., due to disocclusion artifacts, or there is an in-
sufcient number of valid locations, view management algorithms 
can utilize alternative forms of optimizations. Furthermore, while 
freezing label layouts [30, 52] may be an appropriate temporal co-
herence strategy for localized use cases, alternative strategies must 
be developed for scenarios where the real-world background con-
stantly changes, e.g., while walking through a scene. Previous work 
has demonstrated that adapting the representation of a label using a 
uniform billboard color as label background can improve legibility, 
compensating for background interferences [8, 14]. However, such 
adaptations change the label design and may alter the meaning 
of information when using distinct color codes to communicate 
information such as security-critical details. Alternatively, label 
positions can be modifed by sticking them to real-world scene 
geometry so that labels are at the same depth as the real-world 
background, thereby avoiding labels positioned in midair [40]. Such 
an approach also improves temporal coherence, as the label back-
ground will not change during viewpoint changes, and allows an 
optimization algorithm to utilize the view of the HMD camera as a 
reliable source of color information because the label background 
will be the same from the HMD camera’s view and the user’s eye 

view. However, sticking labels to real-world geometry in the back-
ground but annotating foreground objects will lead to a perceptual 
confict as users have to switch between the depth of the annotated 
foreground object and the label positioned in the background. 

Optimization as Loss Function. In our user evaluation, we did 
not allow the eye-perspective view management tolerances, which 
forced labels to be placed in locations where all the constraints 
are fulflled. Hence, we compared an optimal solution for label 
placement layout to the potentially worst outcome using imprecise 
scene information. HMD-camera-based layout and baseline layout 
inadvertently lead to layouts, where label quality deteriorated on 
average to below 80%. However, such a strict interpretation of the 
optimization criteria may lead to layouts where labels are placed at 
a large distance from their origin, or to situations where the scene 
structure does not allow the algorithm to fnd a layout solution. 
Instead of strictly enforcing the criteria, they can also be integrated 
into a loss function for a more lenient optimization that always 
fnds a solution for label placement. Future work should investigate 
which criteria can be violated to which degree in order to achieve 
a layout with legible labels. This information can then be utilized 
to identify weights for the optimization criteria. 

6 CONCLUSION 
In this paper, we discussed the often overlooked issues that arise 
from a lack of knowledge of the user’s view of the physical scene 
when using an AR OST HMD. In particular, we demonstrated the 
advantage of eye-perspective view management in AR to achieve 
optimal label placements instead of relying on image information 
from an HMD-integrated camera that does not match the user’s 
view. We have demonstrated that reliable EPR for OST HMDs can 
come without a large hardware and software overhead and using 
currently available HMDs. Our approach provides new opportu-
nities for further research on algorithms and methods relying on 
perceptual information of the user’s view through the HMD in 
real-world conditions and is directly opening up two directions for 
future work: Firstly, the exploration of fully mobile real-life scenar-
ios such as assembly tasks. This might require adding support for 
more commonly used OST HMDs such as the Microsoft Hololens 
2. Real-world scenarios will also bring additional challenges such 
as an increased level of user activity as well as temporal coher-
ence strategies for label placement that can be applied to scenarios 
with frequently changing backgrounds such as walking through 
a scene. Secondly, future work should consider other areas in AR 
requiring knowledge of the user’s true view. Examples include 
color harmonization when colors are matched to the real-world 
background [18], advanced interaction methods relying on a scene 
analysis [39], or supporting people with visual impairments by 
emphasizing scene structures [34, 50]. 
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