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Preface

The research field of Visual Computing encompasses everything graphical in
computer science – from the synthesis and processing of graphical content to
its human consumption. This broad spectrum includes multiple other fields that
constitute research disciplines in their own right, such as perception, visualiza-
tion, multimedia, virtual and augmented reality, as well as human-computer-
interaction. The first International Summer School on Visual Computing held
from August 17-21, 2015 at the Fraunhofer IGD Rostock, Germany aimed to give
an overview of this broad field to graduate students from Rostock, Germany, and
abroad. A week-long program of lectures and research talks by invited speak-
ers introduced participating students into the subjects of visual perception and
cognition, eye tracking, raster image databases, multimedia retrieval, computer
vision, human-computer-interaction, mobile and wearable computing, and vi-
sual analytics. Each afternoon, the participating students had the opportunity
to present their own research in posters and talks. Sessions with helpful tips and
tricks on how to go about PhD level research, writing, and presentation, as well
as an open lab tour rounded off the summer school program.

The post-conference proceedings at hand contain a selection of the research
presented by the participants during that week. The 13 papers are grouped into
three thematic sections: image generation, image analysis, and image usage. The
following overview gives an impression of the breadth of topics they cover.

Part I: Image Generation contains five papers that concern themselves
with technical issues and best practices of producing 3D and 2D images. In the
first paper, S. Dübel et al. propose a novel flexible ray tracing architecture for
terrain heightfields. Unlike conventional fixed pipelines, their architecture is able
to renegotiate the tradeoff between rendering quality, rendering time, and avail-
able resources as needed. While this approach focuses on the technical aspects
of rendering surfaces, the second paper by K. Furmanová addresses conceptual
issues of visualizing two surfaces for their interactive comparison. In her case,
these surfaces are facial scans that deviate in some parts and align in others, and
she explores different means of superimposing these surfaces. The third paper in
this part by K. Blumenstein et al. takes the challenge of display scalability to
the number of screens and asks what to visualize on a second screen, such as a
tablet, if one is available as an additional display device besides a regular TV set.
There are a number of interesting technical questions involved in this setup, such
as how to synchronize the TV’s content with the content shown on the second
screen. These are unique issues in the context of visualization and as such require
novel solutions. The same holds true when employing visualization in different
application domains, as it is exemplified by the fourth paper by C. Niederer et
al. They surveyed the state of the art in visualizations for dynamic, weighted,
directed, multimodal networks with a particular emphasis on visualizations used
in data-driven journalism. In passing, their survey also updates existing surveys
on dynamic graph visualization with the latest publications and developments



in this area. Finally, J. Haider et al. give insight into best practices of developing
visual analytics solutions from a comprehensive user study that was conducted in
the UK. While the identified best practices were derived mainly for the scenario
of comparative case analysis in criminal investigations, they are generalizable
to the point of being valuable requirements that are applicable to the design of
visual analytics solutions in other areas as well.

Part II: Image Analysis features four papers that contribute to the areas
of image reconstruction, segmentation, restoration, and recognition. The first
paper by T. Dolereit deals with refractive effects that impair the reconstruc-
tion of underwater structure from a stereo camera system. For doing so, the
author infers additional constraints on the position and orientation of the re-
fractive surface from the physically correct tracing of light rays. In addition to
refraction, underwater images are often blurred, because of light scattering due
to light attenuation and absorption. The second paper by F. Farhadifard aims
to post-process such degraded images using a learned look-up scheme that does
not require any prior knowledge about the scene or the water quality. The pa-
per compares the effect of two different look-up schemes, so called dictionaries,
that were generated for in-air images and underwater images, respectively. While
these papers present image analysis techniques that operate on static images,
the third paper by M. Radolko takes on the challenge of analyzing videos with
the aim of separating foreground objects from a scene’s background. To this end,
it proposes an efficient implementation of a background subtraction algorithm
that is evaluated with two different spatial models that incorporate assump-
tions about smooth regions in the scene. Lastly, the fourth paper in this part by
A. Dadgar investigates how to detect hand gestures in image sequences. It gives
an overview of Hidden-Markov-Model-based gesture recognition approaches and
proposes two alternative approaches that hold the promise to overcome the dif-
ficulties that these approaches have with hand gesture recognition.

Part III: Image Usage is comprised of four papers that deal with the hu-
man factors of utilizing images for various tasks. The first paper by N. Flad et
al. takes a measuring approach to gain insights into the information sampling
and processing behavior of humans: The authors use eye-tracking and electroen-
cephalography (EEG) to gather data about the sensation and cognition of visual
stimuli. In their paper, the authors discuss a number of confounding factors in
such data and in particular the side effects of the eye-tracking on the EEG results
and how to clean the data from the resulting artifacts. Measurements play also
central role in the second paper by J. Trimpop et al., which outlines a concept
and architecture for a smart health support system that is based on sensor infor-
mation gathered with a smartwatch. Depending on the use case scenario for this
system, different functionalities are provided – e.g., emergency call features for
the elderly, as well as fitness tracker features and accompanying visualizations
for the younger generation. Different generations also play a role in the third
paper by D. Matthies and A. Meier, which investigates the interaction between
pedestrians and technology during navigation tasks. They find that even in the
age of smartphones with GPS positioning, many people rely alternatively on



landmarks and street signs, which are thus important features to consider when
designing visual navigation aids. The paper by R. Alm and S. Hadlak concludes
this part by showcasing a method for integrating and managing textual and pic-
torial annotations with a focus on manufacturing processes. Their method makes
use of an ontological representation to derive contextually relevant annotations
to show in certain situations.

For most participants, the paper they wrote for these proceedings was their
first scientific paper. Yet from reading through them one could not tell. To a
substantial part, this is due to an intensive revision cycle in which the board
of reviewers has gone out of its way by providing quality feedback in a short
time span, as well as the authors by incorporating the feedback to improve their
papers. Together, these papers give an impressive overview of the excitement
and incredible drive of the next generation of visual computing researchers that
comes with new ideas and new technologies. We are proud that our summer
school helped to further shape these ideas and to spark this excitement by giving
input and fostering future cooperation between the participants. We wish them
the best for their research careers!

Hans-Jörg Schulz, Bodo Urban, and Uwe Freiherr von Lukas

Participants, organizers, and guests of the International Summer School on Visual
Computing 2015 in front of the Fraunhofer IGD Rostock.
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A Flexible Architecture for Ray Tracing Terrain
Heightfields

Steve Dübel1, Lars Middendorf2 Christian Haubelt, and Heidrun Schumann
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steve.duebel@uni-rostock.de

2 University of Rostock, Institute of Microelectronics and Data Technology, D-18119
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Abstract. High-quality interactive rendering of terrain surfaces is a
challenging task, which requires compromises between rendering qual-
ity, rendering time and available resources. However, current solutions
typically provide optimized strategies tailored to particular constraints.
In this paper we propose a more scalable approach based on functional
programming and introduce a flexible ray tracer for rendering terrain
heightfields. This permits the dynamic composition of complex and re-
cursive shaders. In order to exploit the concurrency of the GPU for a large
number of dynamically created tasks with inter-dependencies, the func-
tional model is represented as a token stream and is iteratively rewritten
via pattern matching on multiple shader cores in parallel. A first proto-
type demonstrates the feasibility of our approach.

Key words: graphics hardware, terrain rendering, ray tracing

1 Introduction

With today’s continuously growing amount of data and increased demand of
quality, rendering complex terrain surfaces is a difficult task. Current heightfields
can consist of hundreds of megabytes of raw data. To render them efficiently on
current hardware, the heightfield needs to be triangulated, and appropriate level-
of-details have to be defined. This results in data structures that easily increase
the volume of raw data by an order of magnitude.

To considerably decrease this high memory consumption that in many sce-
nario exceeds hardware capability, the heightfields can alternatively be rendered
through ray tracing. In doing so, surface details are generated on-the-fly. More-
over, ray tracing allows for global illumination effects that significantly improve
image quality. To enhance performance, ray tracing solutions use auxiliary data
structures, but that increases memory consumption [1], or they compute approx-
imations that decrease quality on the down side [2].

However, guaranteeing interactive frame rates requires an appropriate hard-
ware support. This is mainly achieved by using multiple parallel processing units,
e.g. clusters or many-core-systems [3, 4]. Common GPUs, above all, have been
utilized for ray tracing. Tracing millions of individual rays in parallel by thou-
sands of cores increases the performance of ray tracers significantly.
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Since close interrelations between rendering quality, rendering time and avail-
able resources do exist, rendering approaches have to take these dependencies
into account. In this way, changing requirements can be addressed. For example,
quality can be prioritized before performance or vice versa: For instance, fully
illuminated objects in the front need to be rendered in high quality, while objects
in the dark or far away can be rendered with less effort to decrease rendering
time.

Implementing a more flexible ray tracer comes along with problems for both
options; GPU-based and CPU-based solutions. The recursive nature of ray trac-
ing and the desired scalability of our approach do not fit well with the pipeline-
based programming model of the GPU. Optix [5], a powerful and easy-to-use,
general purpose ray tracing engine for the GPU, grant a better flexibility, but
does not allow the user to fully customizing acceleration structures, buffer us-
age and task scheduling. On the other hand, the CPU permits high flexibility,
but lacks high data parallelism. Thus, the performance of such CPU-based ap-
proaches is hardly sufficient. Hybrid solutions that run on CPU and GPU mostly
suffer from the bottleneck of efficient communication. Hence, a novel approach
is required.

In this paper, we propose a new rendering architecture for terrain visual-
ization. The terrain is modeled as a mathematical function f : R2 → R × R

3

with (x, y) �→ (z, (r, g, b)) which provides an elevation (z ∈ R) and a color value
(r, g, b) ∈ R

3 for each pair (x, y) ∈ R
2 of terrain coordinates. The rendering

architecture consists of three stages (Fig. 1).
The first stage (top of Fig. 1) is a flexible ray tracer that is made of two

parts: i) a fixed, high efficient ray tracer kernel for terrain heightfields and ii)
a modular extension unit. The ray tracing kernel utilizes beam tracing and fast
intersection techniques to achieve real time frame rates. The output is a simple,
colored image. The flexible, modular extension unit provides a set of enhanced
rendering operators, which can be activated on demand to improve the image
quality. Here, the generation of surface details (interpolation, microstructures,
antialiasing) and advanced shading can be dynamically complemented by a set
of appropriate modules. In this way, a trade-off between render time, render
quality and available resources can be achieved.

The second stage provides a functional model (center of Fig. 1), defined as
a network of executable tasks, including parallel or recursive parts. The basic
ray tracing module, as well as the enhanced rendering operators are described
as individual tasks, i.e. as nodes of a functional model. The functional model
provides benefits like dynamic composition and recursion. However, it does not
fit well into the data parallel execution model of current graphics hardware.
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Fig. 1. Rendering architecture for flexible terrain ray-tracing.

Hence, with the third stage (bottom of Fig. 1) and in order to build a more
flexible ray tracer, we propose a novel approach for dynamic task management
of functional programs on the GPU. For this purpose, the functional model is
encoded as a token stream and iteratively rewritten by several shader cores in
parallel. In particular, invocations are represented by specific patterns in the
stream that are replaced by the result of the corresponding functions. Therefore,
all types of indirect and recursive functions can be evaluated in parallel.

In summary, the main contribution of this paper consists of a novel execu-
tion model for scheduling dynamic workload on the GPU and its application
to the problem of terrain visualization. The most significant difference to re-
lated approaches like [6], [7], and [8], is the usage of pattern matching to resolve
dependencies between tasks through local rewriting operations on the stream.
The remainder of this work is structured as follows. In section 2 we present
related work for interactive ray tracing and dynamic task scheduling. Next, the
concept of the flexible terrain ray tracer will be introduced in section 3. The
formal model and the parallel implementation for scheduling functional programs
is subject of section 4 and 5, before we present a first prototype and respective
results in section 6. Finally, section 7 concludes this report by a summary and
hints for future research directions.

2 Related Work

Before going into the detail of our approach, we will briefly present related,
state-of-the-art concepts of interactive terrain ray tracing on the one hand, and
dynamic task management, on the other.
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2.1 Interactive Ray Tracing

[9] describe three aspects to support interactive ray tracing: accelerating tech-
niques, approximation and hardware.

Accelerating techniques To achieve acceptable frame rates, auxiliary data struc-
tures are necessary. Especially Bounding Volume Hierachies (BVH), kd-trees and
grids [1] are used to accelerate the ray traversal and reduce intersection tests.
BVH trees can be updated very fast, but do not adapt to the geometry as good as
kd-trees do. In contrast to both, grids do not provide a hierarchy and no adapt-
ability, but a fixed, uniform subdivision of the space [10]. However, this structure
fits well to heightfield data. Our approach is based on [11], who extend the grid
by a hierarchy, creating a so-called maximum mipmap data structure. This is
similar to a quad-tree and allows for interactive ray casting on heightfields.

Other techniques accelerate ray tracing by exploiting ray coherence. That
means, a number of rays are simultaneously traversed as ray packets [12] or
beams [13]. Our approach utilizes a beam tracing based fast start, where a chunk
of rays are traversed through the heightfield as one beam to calculate a map of
starting points for the actual ray tracing (cf. Section 3.1).

Approximations Typically, intersection points and shading information can be
determined by proper approximations. For instance, [14] proposed an efficient
surface-ray-intersection algorithm for heightfields that is based on combination
of uniform and binary search instead of an exact calculation. This might cause
visible artifacts, but this problem is later solved through relaxed cone step-
ping [15, 16].

Moreover, global illumination can be approximated, since in outdoor scenes
reflection and transparency do hardly contribute to shading. Such techniques
were originally used to introduce global illumination effects to rasterization-
based terrain rendering. A very simple approximation is ambient occlusion [17]
that mainly estimates the locally limited distribution of ambient light by sam-
pling the hemisphere through ray tracing. The average direction of unoccluded
samples can additionally be used to include incident radiance e.g. through a look-
up-texture (environment map). [18] extend this concept by additionally defining
a cone, which aperture angle and alignment are based on the unoccluded samples
and limits the incident light, considering a single light source. This technique is
well-suited for outdoor terrain scenes, where the sun is the only light source,
and considerably decreases render time. Our approach also supports different
approximated illumination.

Hardware Numerous customized hardware solutions are developed [19, 20] to
provide capable ray tracers. [21, 22] propose ray tracing approaches that are
completely realized on the GPU. On the other hand, specialized hardware solu-
tions address particular tasks of ray tracing, such as traversal and intersection,
e.g. [20]. However, none of these architectures support flexible scaling between
quality and performance or provide dynamic scheduling of tasks.
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2.2 Dynamic Task Scheduling

There already exist several concepts for dynamic task scheduling for graphics
processing.

Software Implementations Although the hardware architecture of modern GPUs
is optimized towards data parallelism [23], dynamic scheduling of heterogeneous
tasks can be implemented in software [6] and utilize work stealing for load-
balancing [7]. Usually, a single kernel runs an infinite loop that consumes and
processes tasks from queues in local or global memory [8]. However, if the tasks
are selected via dynamic branching, irregular workloads can interfere with the
single-instruction multiple-thread (SIMT) execution model of modern GPUs
[23].

Our concept is compatible to these existing approaches, but additionally
performs a pattern matching step to determine the readiness of a task. In par-
ticular, the relative execution order is controlled by data dependencies, which
permit to efficiently embed complex task hierarchies into the stream, while both
the creation and the completion of tasks are light-weight and local operations.
[24]

Hardware Architecture Similar to our technique, the graphics processor proposed
by [25] also stores the stages and the topology of a generic rendering pipeline
as a stream. However, the scalability of the presented hardware implementation
remains limited because the stream is decoded and reassembled sequentially. For
comparison, our scheduling algorithm performs an out-of-order rewriting of the
stream and keeps the tokens in the fast shared memory of a multiprocessor.

Programming Languages In addition, purely functional languages like NOVA
were proposed for GPU programming [26] due to their applicability for auto-
matic optimization techniques [27]. Predecessors like Vertigo [28] or Renaissance
[29] are based on Haskell and allow composing complex objects from parametric
surfaces and geometric operators in the shader. Similarly, the language Spark
[30] introduces aspect-oriented shaders to permit a compact and modular de-
scription in the form of classes. While these approaches statically translate the
source language into shaders, we introduce a runtime environment for the GPU,
which retains the flexibility of functional programming at the expense of dynamic
scheduling.

3 Flexible Terrain Ray Tracing

Our flexible rendering approach consists of two major components: A fixed ray
tracing kernel to traverse the rays through a discrete terrain heightfield and a
modular extension unit to control surface generation and shading. While the
ray tracing kernel generates a simple, colored image, the extensions support
flexibility to balance between rendering quality, rendering time and memory
consumption. Both components are described in the following.
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Fig. 2. Ray traversal in 2D for beam tracing. As long as the rays on the corners
follow the same path through the tree, the whole beam visits the same node (orange).
Otherwise, the beam needs to be subdivided.

(a) (b)

Fig. 3. Illustration of our beam tracing based fast start. (a) The result of beam tracing
is the starting position of individual ray traversal encoded as a depth map. The grid
structure reflects the split of them at the BV. (b) The final rendered image.

3.1 Ray Tracing Kernel

To ensure a high performance, we apply and combine sophisticated techniques
from literature for both ray traversal and intersection tests. We utilize a grid-
based bounding volume hierarchy, in particular the maximum mipmaps (MM)
introduced by [11]. The maximum mipmap is structured as a quad tree that
stores the maximum of all underlying height values at each node. The root node
spans the whole heightfield, while a leaf node stores the maximum of four actual
height values of the field. This structure can be constructed very fast. Since
spatial information is stored implicitly, the increased memory footprint is very
low (≈ 33%).

To decrease rendering time, we apply a beam tracing based fast start. The
beams are pyramids with a base area of e.g. 8x8 pixels. The rays defined by
the corners of the base area are traversed through the MM-tree. Figure 2 shows
the traversal through the tree in 2D. Only if the four rays at the corner take
the same path, it is guaranteed, that all rays within the beam will also take
this specific path. If the rays visit different nodes or hit different sides of the
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(a) (b)

Fig. 4. (a) Bilinear interpolation introduces artifacts, such as discontinuation within
the silhouette and at shadow edges, whereas bicubic interpolation (b) provides
smoother transitions.

bounding volume, beam tracing needs to be replaced by traversing individual
rays. The result of the beam tracing is depicted in Figure 3.

An exactly calculation of the intersection points between the rays and the
surface patch of the heightfield is time consuming. Therefore, we use uniform
and binary search [14] to get an approximate intersection point. First the ray
is subdivided into uniform line segments. The uniform search determines that
line segment which intersects the patch of the heightfield. Second the binary
search computes the approximated intersection point within this segment. An
advantage of this method is the abstraction from the real structure of the patch.
The intersection test is based only on the height values (z) at given coordinates
(x,y). Therefore, the generation of patches themselves can be encapsulated by
operators of the modular extension unit.

3.2 Modular Extension Unit

The modular extension unit consists of a set of operators that allow to improve
image quality on demand. In this paper, we suggest enhanced operators for
surface generation and shading, but further operators can be easily added.

Surface Generation The ray-patch-intersection computed by the ray tracing
kernel is based solely on height values. Now the surface patches are generated by
enhanced operators. They can be composed to adjust this part of the rendering
process.

Interpolation The surface patches of a heightfield are generated through inter-
polation by a specific operator of the extension unit. Commonly, the patch is
bilinear interpolated between four neighbored height values. However, bilinear in-
terpolation can introduce artifacts at the silhouette and shadow edges (Fig. 4(a)).
Hence, a different operator can be used to provide a smoother bicubic interpola-
tion. This results in less artifacts (Fig. 4(b)), but also increases rendering time.
A midway solution provides an approximated bicubic interpolation. Here the
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(a) (b)

Fig. 5. (a) The smooth interpolated surface of the heightfield lacks fine granular details.
To increase realism, the surface can be enriched by microstructures that displace the
height values along the z-axis (b).

surface is continuously subdivided by generating points through a bicubic func-
tion and is afterwards bilinear interpolated in between. This operator provides
both, good quality and good performance.

Microstructures The resolution of heightfields is normally not sufficient to pro-
vide fine granular details. Hence microstructures are used to increase image qual-
ity. Different operators enrich a base heightfield by extra details. Either noise
functions or additional micro-heightfields then describe the displacement along
the z-axis (Fig. 5).

Antialiasing If only one ray per pixel is traversed, aliasing artifacts appear in
the distance where the surface is under-sampled. Therefore, enhanced operators
support antialiasing. On the one hand, an average mipmap allows for trilinear
interpolation of the height values depending on the distance. This increases the
memory footprint. Alternatively, multiple rays can be traversed per pixel. In this
case, enhanced operators invoke supplementary ray tracing for surfaces in the
distance. This increases rendering time.

Shading The ray tracing kernel assigns a material color to each visible point.
To improve shading quality, the modular extension unit provides enhanced op-
erators. A full recursive ray tracing is the most time consuming method. Simple
texturing, e.g. with satellite images, however, may lead to low quality. Further,
sophisticated illumination models, tailored to outdoor scenes, are supported.
Especially Ambient Occlusion (AO) and Ambient Aperture Lighting (AAL) (cf.
Section 2.1) apply well to terrain rendering. While AO is the fastest method,
since only the quantity of self-occlusion is measured. AAL is more accurate and
produces softer shadows, since the color and angle of incident light and even the
diffuse scattered light of the sky are considered (Fig. 6). The higher quality leads
to a higher rendering time. However, both techniques are based on preprocessing
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(a) (b)

Fig. 6. Using (a) Ambient occlusion or (b) Ambient Aperture Lighting results in
different levels of image quality. (Fuji region, elevation data source: ASTER GDEM, a
product of METI and NASA.)

to reduce computation time during rendering. But this again increases memory
consumption.

The described operators of the extension unit support the configuration of a
ray tracer to different constrains. However, the introduced set of operators can
easily be extended.

4 Functional Model

The functional model forms the interface between the flexible ray tracer and the
dynamic execution model on the GPU. It is composed of individual tasks. Each
task represents an operator of the ray tracing stage. The tasks are connected
with regard to the processing flow.

They compose a network of sequential, parallel or recursive tasks. The basic
configuration consists of a combination of ray traversal, intersection test and
additional enhanced operators of the extension unit. The choice of enhanced
operators determine the network topology. Recursive ray tracing, for instance,
maps to a recursive network structure of the tasks, while the traversal of indi-
vidual rays in parallel maps to a parallel structure.

To support the decision which enhanced operators should be used, we de-
scribe presets that either focus on rendering time, rendering quality or memory
consumption. When rendering time is prioritized, simple bilinear interpolation
and simple shading, for instance texturing, will be used. Whereas a quality-based
configuration utilizes bicubic interpolation, adds details through microstruc-
tures and reduces artifacts in the distance through antialiasing. Moreover, high-
quality shading can be activated, e.g. full recursive ray tracing. Memory-based
set-ups, again, will omit precomputed shading operators and additional micro-
heightfields to reduce memory consumption. When antialiasing is used, sub-
sampling will be favored over additional average mipmaps.
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The presets reflects a primary focus and define the primary functional model.
However, varying data complexity and/or further constrains, such as ensuring
minimal frame rates, might require adaptions of the functional model. Support-
ing dynamic insertion, removal or replacement of tasks on parallel hardware is
a challenging issue. In the next section, we introduce a new task scheduling
architecture that solves this problem.

5 Dynamic Task Scheduling

In this section, we present a formal model and a parallel implementation for
scheduling the functional model (center of Fig. 1) on the GPU through parallel
rewriting operations (bottom of Fig. 1). For this purpose, each invocation of a
function is described as a task, whose dependencies are encoded into the stream.

5.1 Execution Model

The proposed execution model (Fig. 1) consists of a token stream, storing the
current state of the functional program, and a set of rewriting rules, which are
iteratively applied to modify the stream. In particular, we assume that the pro-
gram is given as set of functions F := {f1, . . . , fn} and that the stream contains
two different types of tokens to distinguish literal values from invocations.

Formally, a stream s ∈ S can be described as a word from a language S with
alphabet Σ := Z ∪ F , while each function fi maps a tuple of ni integers to mi

output tokens fi : Zni → Σmi . The rewriting step is specified by a function
rewrite : S → S that replaces the following pattern:

〈a1, . . . , ani
, fi〉 with a1, . . . , ani

∈ Z, fi ∈ F

by the result of the invocation:

〈r1, . . . , rmi〉 with (r1, . . . , rmi) := fi(a1, . . . , ani)

In particular, an invocation pattern takes a list of literal arguments and a refer-
ence to the corresponding function fi ∈ F . If the function token fi is preceded
by at least ni arguments (a1, . . . , ani), it is evaluated and replaces the original
sub-stream. Hence, this scheme is equivalent to the post-order format also used
in reverse Polish notations. Most important for a parallel GPU implementation,
the rewriting affects only local regions of the stream and can be performed on
different segments in parallel.

By starting with an initial stream s0 and iteratively trying to replace invo-
cations, we can construct a sequence of streams, whose limiting value can be
considered as the final result:

sn+1 := rewrite(sn)

result(s0) := lim
n→∞ sn
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Fig. 7. Global scheduling of the segmented stream.

Due to the iterative rewriting, only at least one pattern must be replaced by
the function rewrite in order to guarantee the monotony of this sequence. As a
result, an implementation is not required to detect every pattern in the stream,
so that it can be partitioned more freely for parallel rewriting. The following
example illustrates the rewriting sequence for the expression 1 · 2 + 3 · 4 with
F := {f1, f2}, f1(x, y) := x · y and f2(x, y) := x+ y:

s0 := 〈1, 2, f1︸ ︷︷ ︸
f1(1,2)

, 3, 4, f1︸ ︷︷ ︸
f1(3,4)

, f2〉

s1 := 〈2, 12, f2︸ ︷︷ ︸
f2(2,12)

〉

s2 := 〈14〉
In iteration s0 only the inner multiplications of f1 can be evaluated in parallel,
whereas f2 waits for the intermediate result to become ready. Eventually, in the
rewriting step from s1 to s2 the final sum is computed. In addition to literal
values (Z), also function tokens (fi ∈ F ) can be emitted to create recursive
invocations.

Despite the simplicity of this model, which is entirely based on find-and-
replace operations, an efficient GPU implementation has to solve several issues,
which are discussed in the next two sections.

5.2 Parallel Implementation

According to the formal definition and the illustration in Fig. 1, the proposed
algorithm can be parallelized by letting each core rewrite a different region of the
stream. Also important, the partitioning of the stream into regions can be chosen
almost arbitrarily. Further, we do not need to consider the contents of the stream
because data dependencies are resolved by the pattern matching, and the model
does not define an explicit execution order. Instead, control dependencies are also
represented by local data dependencies. However, an efficient implementation
also has to respect the architecture of modern GPUs, which are optimized for
data parallel kernels and therefore require a large number of threads to reach
optimal occupancy. In addition, threads are organized into groups, which are
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executed on the same processor and communicate via a small but fast shared
memory. Since a function pattern creates and deletes a variable number of tokens
in the stream, the length of the stream is continuously changing during the
rewriting process, so that the data structure must be able to provide random
access but also permit the fast insertion and removal of tokens.

As a consequence, the stream is partitioned into blocks of fixed size, which
are stored as a linked list in global memory (Fig. 7). In correspondence to the
two-level hierarchy of the graphics processor [31], we distinguish between the
global scheduling of blocks at the system-level and the local rewriting of indi-
vidual tokens, which is performed in the shared memory of each thread group.
In particular, we utilize the concept of persistent threads, which run an infinite
loop executing the following steps:

1. Load Blocks Depending on their size, one or two consecutive blocks are
fetched from the stream and loaded into the shared memory of the multi-
processor. Due to the coherence of the memory access, the load operations
can be coalesced to utilize the available bandwidth.

2. Local Rewriting The stream is rewritten locally and the results are stored
in the shared memory (see Section 5.3). This process can be optionally re-
peated several times and requires multiple passes as well as random memory
access.

3. Store Blocks The resulting tokens are written back into the global stream
and up to three additional blocks are allocated. Also, the memory of empty
blocks is released if necessary.

Most of these steps can be performed independently by several thread groups
in parallel. Hence, especially the local rewriting but also the reading and writing
of the stream can benefit from the parallel GPU architecture. However, the
selection of a block in the linked list, the allocation, and the release of a block
require exclusive access and must be protected by a global lock. The linked list
provides the ability for fast insertion and removal of blocks, so that the memory
layout of the stream is decoupled from its logical sequence, while the linearity
within each block still facilitates coherent access of the global memory.

Formally, a block can be described as a tuple (addr, next, size, active), storing
the address of the tokens (addr), a pointer to the next block (next), the number
of tokens in the block (size), and a flag (active) indicating whether the block is
currently rewritten.

Each block has a fixed size in memory, so that the allocation and deallocation
can be performed in constant time using a stack of free blocks. However, in
order to compensate for varying lengths, the actual number of tokens in the
block (size) can vary during the rewriting process. Blocks, which are marked as
active, are currently rewritten by a different thread group and must be ignored.
In addition, we have to deal with the two cases of blocks causing underflow and
overflow conditions. An underflow is reached if a block is too small, so that no
valid pattern can be found, while an overflow occurs if the rewritten stream does
not fit back into its original block. As a consequence, the system must be able
to merge or split consecutive blocks on demand.
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Fig. 8. Parallel decoding of the local stream.

In order to handle underflows, we always try to load two successive blocks as
long as both fit into the shared memory. Therefore, small or empty blocks are
automatically merged while the stream is rewritten. If the result can be stored
back into a single block, the second one is released and removed from the linked
list. On the other hand, if it becomes conceivable that the rewritten stream will
not fit into the local memory, it is broken into four blocks. Since the next thread
group loads at most two of these four blocks, a new overflow is less likely to
happen and would subdivide the stream further until the results fit into the
shared memory. Hence, the stream of blocks is expanded and reduced by several
thread groups in parallel and out-of-order, so that compute-intensive regions of
the stream do not delay the rewriting of faster blocks. In the next section, we
will discuss the local rewriting in the shared memory.

5.3 Local Rewriting

Unlike the global rewriting process, which is partitioned across several thread
groups, the local rewriting of a sub-stream must exploit the data parallelism
of a single multiprocessor. Since each function consumes and emits a different
number of tokens, a stream must be adjusted by copying it into a new array. In
particular, for each of the two token types, we can identify two possible actions:

– Literal values are either removed from the stream, if the corresponding func-
tion is executed, or they are copied to the next iteration. Hence, a literal always
creates one or zero outputs.

– Function tokens fi ∈ F either produce the specified number of mi outputs
if a sufficient number of literals are available or they are kept on the stream.
Thus, a function token is rewritten into one or mi output tokens.

Since the rewriting in shared memory should employ coherent control flow and
data parallelism, it is restructured into three passes:

1. Decode Stream The stream is scanned for executable patterns and for each
token, the number of outputs is computed according to the four cases above.
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2. Allocate Outputs Depending on the number of outputs, the new position
of each token is calculated using a prefix-sum.

3. Execute Functions The functions determined in the 1st step are executed
and their results are stored at the positions computed in the 2nd step. Finally,
the remaining tokens, which do not participate in an invocation, are copied
to the output array.

Decode Stream The decoding pass is illustrated in Fig. 8 and assumes that the
stream is given as a sequence of n tokens with s := 〈t1, . . . , tn〉. In order to decide,
if a literal ti ∈ Z is an argument of an executable expression, the distance to the
next succeeding function token in the stream is relevant. For this purpose, the
number of literals ci up to the next function token are counted. In particular,
literals ti ∈ Z are marked with ci = 1, so that the second line of Fig. 8 (IsConst)
contains a 1 for each literal and a 0 for each function token:

ci :=

{
1 if ti ∈ Z

0 else

Next, up to log2(n) iterative passes are required to converge ci:

ci := ci + ci+ci

In this example, only two accumulation steps (Accum 1, Accum 2 ) are necessary
to count up to four arguments. Hence, for each literal ti ∈ Z, the next function
token can be found at position i + ci in the stream. When assuming that the
stream s has a length of n tokens, the maximum number of preceding literals ai
of a token ti can be computed as:

ai := max
j∈[1,n]

{cj |cj + j = i}

As a result, an invocation ti = fj with fj ∈ F is executable, which is indicated
by ei = 1, if the number of available arguments ai are greater or equal than the
number of required arguments nj :

ei :=

{
1 if ∃j ∈ N : (ti = fj) ∧ (ai ≥ nj)

0 else

Hence, in the example shown by Fig. 8, only the multiplications are executable.
Eventually, the number of generated outputs oi of a token ti is given by:

oi :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 if ∃j ∈ N : (ti ∈ Z) ∧ (ti+ci = fj)

∧(ei+ci = 1) ∧ (ci ≤ nj)

mj if ∃j ∈ N : (ti = fj) ∧ (ei = 1)

1 else

The first case checks if the literal ti is consumed by the next successor func-
tion fj , which requires the function to be executable (ei+ci = 1) and the literal
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to be within its argument list: (ci ≤ nj). Likewise, the second condition deter-
mines the execution of the current expression if it is a function (ti = fj) and
executable (ei = 1). Finally, the else branch corresponds to unused literals and
unmatched functions, which are replicated and thus create exactly one output.
In the presented example, each of the multiplications produces one result and
their arguments are removed.

Allocate Outputs In order to compute the destination position of each token, the
output size oi is accumulated using a parallel prefix-sum [32]. If the resulting
stream fits into the shared memory, it can be rewritten in the next step. Other-
wise, it is sub-divided into four blocks and written back into global memory.

Execute Functions In the last pass, the previously collected functions are exe-
cuted and their results are stored in the shared memory. Similarly, the remaining
tokens, which do not participate in an invocation are copied to the resulting
stream.

In the next section, we present an implementation of this technique.

6 Implementation

Fig. 9. Example function consisting of different stages for geometric and shading
computations.

A prototype of our flexible architecture for terrain rendering has been eval-
uated on a GeForce GTX TITAN using CUDA 7.0. The rewriting process is
started by a single kernel launch and performs the algorithm described in Sec-
tion 5. For this purpose, the stream is divided into blocks of 512 tokens and
each thread block stores at most two of them in the shared memory. In addition,
there are 16 to 64 threads per thread block that decode the stream in parallel
and execute the detected functions.

The structure of our example ray tracer is shown in Fig. 9 and consists
of several stages which are described by the functional model (Section 4). In
particular, we can switch between two detail levels of geometry and two lighting
modes to vary quality, resource usage, and computation time. First, a fixed
kernel generates the initial stream and creates a ray for each pixel. It either emits
function calls to the ’Basic Terrain’ or ’Detail Terrain’ stages that compute the
intersection point of the ray and the terrain through a combination of linear and
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Fig. 10. Rendering time for different number of thread blocks and 16 threads per block
on the GeForce GTX TITAN, which has 15 streaming multiprocessors.

Fig. 11. Increase of performance when the number of thread blocks are doubled (16
threads per block).

binary search. Likewise, in the next stage, we can switch between pre-computed
static or dynamic lighting models. In addition, the color is modulated by a
microstructure and is interpolated for nearby pixels of the detail terrain (’Add
Detail ’). Finally, in the ’Set Pixel ’ stage, the color data is written into the
rendering target.

The ray tracer has been evaluated using four different heightmaps (Terrain1,
Terrain2, Fuji, Himalaya) with a size of 512x512 samples and different configu-
rations for geometry details and lighting models to show, in prinziple, feasability
of our approach. Samples of the generated images shown in Fig. 12. For perfor-
mance comparison, each test setup is used to draw 10 frames and the average
rendering times per frames are listed in Table 1. Rendering times are nearly the
same for all four data, since data size is equal. Also, the rendering times for
static and dynamic lighting are comparable, so that this decision only affects
the quality of the image. This would if more complex illumination models are
used. In particular, it can be seen that the detailed rendering mode of all ter-
rains requires more computational resources, but also creates more sophisticated
images (Fig. 12 b).
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Table 1. Rendering time for different configurations. Net Render Time is determined
by the avg. render time without the system overhead (65ms) to handle stream rewriting

Terrain Geometry Lighting Avg. Rendering Time Net Render Time

Terrain1
Basic

Static 99.5 ms 34.5 ms
Dynamic 101.1 ms 36.1 ms

Detail
Static 136.5 ms 71.5 ms
Dynamic 136.9 ms 71.9 ms

Terrain2
Basic

Static 98.8 ms 33.8 ms
Dynamic 99.8 ms 34.8 ms

Detail
Static 136.4 ms 71.4 ms
Dynamic 136.3 ms 71.3 ms

Fuji
Basic

Static 99.6 ms 34.6 ms
Dynamic 99.7 ms 34.7 ms

Detail
Static 136.6 ms 71.6 ms
Dynamic 137.0 ms 72.0 ms

Everest
Basic

Static 99.1 ms 34.1 ms
Dynamic 100.0 ms 35.0 ms

Detail
Static 136.4 ms 71.4 ms
Dynamic 136.6 ms 71.6 ms

Tests have shown that a great portion of the rendering time (≈ 65ms) is
consumed by the rewriting algorithm itself. Therefore additional tests to evalu-
ate the core rewriting algorithm were performed. The scalability of the rewriting
algorithm (Section 5) has been analyzed for the basic and detailed Everest ter-
rain by varying the number of launched thread blocks. Since different thread
blocks can run on distinct multiprocessors in parallel, a linear speed-up should
be expected but there are two possible bottlenecks: First the linked list of blocks
represents a global synchronization point and is protected by a mutex. However,
each thread holds the lock only for a short amount of time. Second the stream is
stored in global memory and must be copied into shared memory for rewriting.
Though, it is accessed coherently, so that the available bandwidth can be max-
imized. As a result, the measurements indicate an continual decreasing render
time, which stagnates at 15 thread blocks (Fig. 10). When the number of thread
blocks is doubled, performance increases accordingly up to 16 blocks (Fig. 11)
Since the GeForce GTX TITAN consists of 15 streaming multiprocessors (SMX)
and similar tests on other graphic cards show the same coherence, we conclude
that each thread block is mapped to a different multiprocessor and that each
multiprocessor executes at most one thread block. Since on the Geforce GTX
TITAN one thread block can execute at most 16 threads at once, for this test the
number of threads was set to 16. However, the configuration resulting in the best
performance, as seen in Table 1 utilized 8 SMX and 256 threads per block. This
indicates that internally thread blocks and threads can be mapped differently
depending on configuration and driver. Nevertheless our tests show the funda-
mental scalability of the parallel rewriting algorithm, but hardware limitation on
graphic cards currently restricts scalability. Further improvements and optimiza-
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(a) (b)

(c) (d)

Fig. 12. Images rendered using our flexible terrain ray tracer. (Elevation data source:
ASTER GDEM, a product of METI and NASA.)

tion should permit the execution of multiple thread blocks per multiprocessor
to further scale our approach.

7 Conclusion

Balancing rendering time, rendering quality and resource consumption for ray
tracing terrain surfaces is challenging. For this purpose, we presented a flexible
ray tracing architecture. This is composed of a basic, high-efficient ray tracer
and flexible, modular extensions to adjust the rendering process on demand
with respect to time, quality and memory. To allow such a flexible approach to
be mapped on the parallel hardware, we propose a novel execution model for
scheduling dynamic workload on the GPU. A first prototype shows the feasibil-
ity. However, this is still subject to further development to increase the number
of supported enhanced operators and to further facilitate the high parallelism of
the GPU. Moreover the rewriting algorithm itself must be further optimized to
the GPU to minimize execution time. Additionally, open questions still remain.
Currently, manually composed presets determine the structure of the functional
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model. However, an automated adjustment by means of restrictions, e.g. mini-
mum frame rate or minimum quality standards, has to be investigated. Moreover,
how combinations of operators influence the total quality of an image, which is
furthermore mostly subjective, is still subject of ongoing research. In the future,
we will also investigate the possibility to support embedded visualization of data,
such as movement and weather data. Since the functional model allows for freely
adjusting the rendering process and the dynamic task scheduling can parallelize
even strongly heterogeneous execution task, embedding data into the terrain in
compliance with quality and performance constrains can be beneficial.
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Abstract. Facial analysis and comparison form a substantial part of
many research areas, such as security, medicine or psychology. 3D rep-
resentations of facial images carry a lot of information beneficial to the
researchers. However, comparing 3D shapes is not an easy task. Suit-
able visual representation of the data can help and simplify the work
immensely. In this paper I therefore focus on visualization techniques
for 3D facial data, specifically for its analysis and comparison. I present
three different visualization methods suitable for pairwise comparison as
well as for the analysis of large datasets. My methods target the typical
tasks performed by the domain experts when conducting their research.
The proposed visualizations were evaluated by experts working in the
facial analysis area.

Key words: comparative visualization, facial analysis, nested surfaces,
cross section, heat plot

1 Introduction

Many areas, where the facial analysis is used – such as criminal identification
or authorization software – are nowadays quickly moving from 2D image to
3D representation. However, with higher dimensionality and complexity of the
data also new challenges for its visualization appear. Researchers are posing
different questions related to this topic, such as: How to visualize more than one
facial surface without facing occlusions or losing track of data adherence? How
to encode the measurements and visualize them to best convey their meaning?
How to easily identify correlations between data?

The aim of this work is to deal with some of these challenges and present
a complex visualization toolbox which could be used not only to visualize the
results of the facial analysis but to aid the process itself. Depending on the
purpose of facial analysis there are three main types of comparison – comparison
of two facial models (e.g., for identity verification), comparison of one model with
the entire dataset of models (e.g., for criminal identification) or comparison and
analysis of an entire dataset of models (usually for research purposes). These
three categories include also numerous subtasks, such as alignment verification,
shape analysis, or variability analysis. To meet the demands posed by these tasks,
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I present three different visualization techniques, each of them targeting different
subsets of these tasks. The evaluation of the results of my work was performed by
a user study conducted among the domain experts in anthropology. This paper
is based on the results of my diploma thesis [1].

2 Related Work

Research in the area of facial analysis is mostly focusing on technical aspects of a
given task, such as the distance metrics and comparison algorithms. However, the
area of 3D facial comparison can be considered a subfield of surface comparison.
As such, there are already numerous techniques available. Some of them form
the basis for my work.

According to Gleicher et al. [2], there are three main approaches to visual
data comparison: juxtaposition, superposition, and explicit encoding. Juxtapo-
sitioning is scarcely used for 3D objects, as it is impractical and unintuitive,
especially for objects that are very similar.

Superimposition is more suitable for detecting differences, however, for 3D
shapes it tends to be too complex. Transparency plays an important role in
this case – the proper level of opacity can improve the understandability of
superimposed surfaces purely by modifying transparency values. The following
examples modify the opacity of surfaces based on their geometric properties:
Angle-based transparency [3], Normal variation transparency [4], or Geodesic
fragment neighbors transparency [5], which also introduces surface contours to
the image. Other techniques combine superimposition with explicit encoding
and introduce features such as curvature glyphs [6], distance vectors, or fog
simulation [7].

Another frequently used technique falling into the category of explicit en-
coding are the color maps. This method is often used as the default visual-
ization method in many applications, including software tools for surface com-
parison [8], [9]. Related to color maps are also textures encoding additional
information, e.g., stroke textures indicating curvature [10], [11].

Even with so many visual enhancements at hand, displaying big sets of 3D
data all at once is ill-advised, due to the high complexity of images and a lot of
visual clutter. A possible solution to this are cross-sectional views, an approach
widely used in medical visualization for volumetric data – for example CT scan
images – where a slice along a given plane is projected into 2D space [12]. A
similar approach is the contouring of specific 3D object features followed by the
projection of these contours into 2D space. This is often used when monitoring
the temporal changes of a given feature, e.g., the width of a molecular tunnel [13].

Another example of data simplification by color encoding are heat plots and
dense pixel displays [13–15]. In combination with interactive options such as
thresholding, filtering, and data reorganization, they are very effective in discov-
ering data relationships.
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3 Proposed Visualization Techniques

I propose three techniques for visualizing facial models that have been designed
specifically for facial comparison and analysis. In order to design the most suit-
able methods I conducted a study among anthropologists working in this field
to identify the typical tasks performed during their work and the biggest draw-
backs of the existing solutions they currently use. My visualization methods were
crafted to provide solutions to three main detected drawbacks:

1. The lack of shape information The standard visualizations found in soft-
ware used by anthropologists consist of color map variations. The color maps
are typically mapped on one (primary) model from the processed dataset.
Therefore, the shapes of the remaining models are omitted completely.

2. The lack of local information The color maps are computed on a global
level (depending on the entire models and the entire dataset) and there is
little or no possibility to limit the presented information only to a specific
area and display it on a local scale.

3. The limited view of data The color maps provide one view of the acquired
results. However, there are tasks where this technique is impractical as well
as the numerical data that cannot be displayed in such way. Therefore, ad-
ditional views and visualizations are needed.

3.1 Comparing Two Facial Models – Surface Superimposition

The first proposed technique serves for comparing two models. The superimposi-
tion principle has been selected for this task in order to address the first drawback
(lack of shape information) and preserve the shape of both models. To illustrate
the differences between two models properly, the following visual enhancements
were added: surface splitting, fog simulation, shadow-casting glyphs, and inter-
section contours. This approach is based on the work of Busking et al. [7]. In the
subsequent sections, the visual enhancements will be described in detail. Figure
1 shows an overview of the proposed techniques.

Fig. 1. Overview of the proposed visualization techniques. (a) Both surface models
rendered with 50% opacity. (b) Opaque inner surface, transparent outer surface with
shadow casting glyphs and intersection contours. (c) Simulation of fog between surfaces.
(d) Combination of (b) and (c).
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Fig. 2. Surface transparency and fog simulation scheme. The dotted parts of models
(a) and (b) are considered outer and are rendered transparently, while the inner parts
(solid line segments) are rendered opaque. The intensity of fog (pink color) depends
on the distance between surfaces along the viewing direction. The area highlighted by
red ellipse shows a special case when the second surface along the viewing ray belongs
to the same model as the first one, and thus it is classified as the outer as well.

Surface Splitting One of the popular techniques for improving the under-
standability of transparent surfaces is the modulation of transparency values
based on the placement of the surface according to other surfaces. A variation of
this technique suitable for cases of pairwise comparison splits the surfaces into
outer parts (parts of the surface which are the closest to the camera) and inner
parts, which are hidden behind the outer parts. This classification of surfaces
takes place in an image space, which allows easy handling of special cases such
as the one highlighted in Figure 2.

Fog Simulation The modulation of transparency, although beneficial, is not
particularly helpful for conveying the distance between the surfaces. As a visual
clue for this task I come with two techniques. First of them is the fog simulation.
The aim of this technique is to simulate a partially transparent volume – fog.
Its color has to be different from the colors of the models. The fog fills the space
between the two surfaces (see Figure 2). The limitation of the real case scenario
is that the fog is accumulated along the viewing ray – the result is therefore
view dependent. Another problem is that the outer surface needs to be nearly
completely transparent when we want the fog to be visible. To deal with this
issue, I devised three different fog simulation methods based on the real case
scenario (see Figure 3):

Fig. 3. Different fog simulation techniques. (a) Models rendered with full opacity. (b)
Color overlay – notice the illusion that the blue surface lies behind the red one. (c)
Transparency mapping on the outer surface. (d) Color mapping on the inner surface.
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– Color overlay. This method modifies the color of the outer surface based on
the distance between the surfaces – the distance serves as the ratio between
the original color of the surface and the color of the fog. However, it might
create misleading illusions about the surface adherence to models.

– Transparency mapping on outer surface. With this method the entire
outer surface is colored by the color of the fog. The distance is then mapped
onto the opacity values of the outer surface – the bigger the distance, the higher
the opacity. This method yields nice visual results, but the interpretability of
the surface adherence to models is reduced by coloring the entire outer layer
by one color.

– Color mapping on inner surface. This method modifies the color of the
surface similarly to the first method. It mixes the color of the model with the
fog according to the distance – only this time the color is mapped onto the
inner layers.

Shadow-Casting Curvature Glyphs According to several studies [16], [17],
shadows aid the human perception of depth and shape. Therefore, as the second
method dedicated to improving the interpretability of the distances between
surfaces I incorporate the shadow-casting glyphs, a method based on work of
Itterante et al. [11] and Weigle et al. [6]. These glyphs are mapped onto the
outer parts of the surfaces and cast shadows on the inner surfaces. The light
source position is fixed with respect to the models, so when the users rotate the
scene, they can explore the shadows from various angles. The glyphs are evenly
distributed across the surface. The color of the glyphs matches the color of the
surface so they are only visible when the outer surface is not fully opaque. The
glyph shape is derived from [6]. It is a plus sign of constant size elongated in
one direction which depicts the maximal principal curvature at the center of the
glyph.

Intersection Contours The last enhancement technique is the contouring of
surface intersections. When using the transparency and glyphs, sometimes the
intersections of surfaces are not very prominent or are not visible at all (see
Figure 4). On the other hand, the bump edges and occlusions may be wrongly
interpreted as intersections.

Fig. 4. Example of situation where the small intersection is hidden due to glyph
placement. (a) Without intersection contours. (b) With intersection contours.
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Fig. 5. Proposed rendering pipeline.

For the implementation of the surface superimposition-based techniques I
designed a rendering pipeline displayed in Figure 5. The pipeline consists of four
basic steps. After the creation of the depth map necessary for shadow-casting
glyphs and glyph placement, the shading of fragments, creation of linked lists,
and glyph placement follows. The rendering phase consists of ordering the linked
lists, color and opacity modulations for visualization, and computation of final
color per pixel. The last contouring phase serves for the detection and rendering
of the intersection contours.

3.2 Comparing Many Facial Models – Cross Sections

The above described methods are not applicable in situations when processing
of large datasets is necessary. Here preserving the information about the shape
variation, especially the local shape variation displayed on a local scale, is desir-
able.

When dealing with such complex data, the projection, or rather reduction of
the 3D data into 2D space is a popular approach. The cross section method I
propose here is inspired by the technique typically used for visualization of volu-
metric data. A slicing plane is used, its intersection with 3D dataset is computed
and then displayed in 2D.

In my case I assume that all models in the dataset are spatially aligned and
that one facial model is selected as primary – typically it is the averaged model of
the dataset. The primary model is displayed in 3D space along with the slicing
plane (Figure 6 (a)). The user can move and rotate the slicing plane in the
space of the primary model to get the desired intersection position. Then, the
intersections of the plane with every model in the dataset are computed. The
intersection with the primary model (primary intersection) is sampled and the
variability at each sample point is determined.

There are three main options for what the user can display:

– Intersections with all faces (Figure 6(b)). It enables to observe how well the
models are aligned, especially with interactive manipulation with the slicing
plane. However, with the increasing number of models the interpretability of
the final image decreases.
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Fig. 6. Cross Sections. (a) Reference picture of the primary face with the slicing plane
specifying the cross-sectional slice. (b) Red – intersection of the slicing plane with the
average face. Black – intersections with all faces in the dataset. (c) Visualization of
the distance span. (d) Vectors indicating the average distance. (e) Same as (d) with
enhanced vector sizes.

– Distance span (Figure 6(c)). It indicates the interval of distances from a
given sampling point to the intersection curves of each model from the dataset
in the direction of the normal vector to the primary intersection curve at the
sampling point.

– Average distance (Figure 6(d,e)). It shows the average distance from a given
sampling point to the intersection curves of each model from the dataset, again
using the normal direction.

3.3 Plotting Numerical Results

The last proposed method displays the numerical results computed during the
analysis of datasets with more than hundred models. Heat plot is a typical
way of displaying large sets of numerical data with color encoding. By filtering
and reordering of the data, correlations may be discovered more easily than by
exploring the numerical values.

Here, I propose two versions of heat plots, one showing results from the
pairwise comparison of models in one dataset and one focusing on detailed results
of the comparison of one model with a given dataset.

Pairwise Comparison The results from the pairwise comparison of models
in one dataset consist of a table of n × n values representing the measurement
between each pair of models in the dataset consisting of n faces. These measure-
ments can represent the maximal or minimal distance between the two faces,
variance, geometric mean, etc. These values are displayed in the heat plot rep-
resented by the n×n matrix where each matrix cell shows the measurement be-
tween two models (Figure 7). The users can filter the lowest and/or the highest
values on an interactive scale. As an additional feature, a histogram illustrating
the distribution and variability of the values in the dataset may be displayed.
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Fig. 7. Heat plot for visualization of pairwise comparison results and the accompanying
histogram.

Auxiliary Results In cases when one model is compared with a given dataset,
for each vertex of this primary model the distances to the closest vertex on each
model in the dataset is computed. The auxiliary results for model M consisting
of m vertices and the dataset consisting of n models would contain m×n values.
One row of the heat plot then depicts the distances from vertices of the primary
model to the nearest vertices of one model in the dataset. A vertical slice at
position x then represents the distances from the x-th vertex of the primary
model to the nearest vertex of each model from the dataset.

The models typically contain thousands of vertices. In case the values do not
fit onto the screen, the neighboring vertices are aggregated, their values averaged
and the zooming window is added. The individual values of the area covered by
the zooming window are displayed under the heat plot – each value as a vertical
line segment of one pixel width (see Figure 8).

Fig. 8. Two color scheme variants of the heat plot for auxiliary results of the average
face computed from the dataset of four models. Each row depicts the distances between
the vertices of the average face and one model of the dataset. The orange highlight
shows the zooming window and the detailed view of individual values at the bottom.
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4 Results and Evaluation

To evaluate the usability of my visualization techniques I conducted a user study
with four scientists working in a field of facial morphometry and analysis. The
researchers were asked to fill out a questionnaire in which they assessed the
selected techniques and compare them to the standard color maps present in the
currently available tools. The questionnaire consisted of four parts.

Surface Superimposition In this part eight selected combinations of tech-
niques were presented (see Figure 9): (a) standard color map, (b) shadow-casting
curvature glyphs, (c–e) different fog simulation techniques, (f–h) shadow-casting
curvature glyphs combined with fog simulation techniques. For each of these
techniques the users were asked how well the visualizations convey the shapes
and differences between the surface models.

Fig. 9. Eight visualizations presented for evaluation.

The averaged results of their evaluation can be seen in Figure 10. The re-
sults show that while the standard visualization (a) – ranks high in showing the
differences, it ranks low on conveying shapes in comparison with other meth-
ods. On the other hand, the newly proposed methods, the visualizations (b) –
shadow-casting glyphs and (h) – the combination of shadow-casting glyphs and
color mapping on inner surface rank high in both case, balancing both – need
for illustration of the shape and imparting the differences between models.

Cross Sections The scientists were asked to evaluate the contribution of the
cross-sectional slices to the variability readability in a set of models. The cross
section based technique was proclaimed fairly demonstrative for interpreting
local variability and with respect to this task placed above the standard visual-
ization.
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Fig. 10. Averaged evaluation of surface superimposition visualization techniques.

Plots The third part aimed to evaluate the heat plots with respect to con-
veying the variability in a set of models and the contribution to the analysis of
facial dataset. The visualization of pairwise comparison results ranked high in
both aspects. As for detailed results, the scientists found it less demonstrative.

Survey Summary In the last part of the questionnaire I asked the respon-
dents to choose the best suited visualization method for several tasks to see if
and where my methods were usable. For verifying the alignment of models and
analyzing the shape of models the two selected visualizations were surface su-
perimposition method with shadow-casting glyphs and cross-sectional slices. For
the task of analyzing local variability the preferred methods were color map on
model, cross-sectional slices, and heat plot for pairwise comparison results. In
case of analyzing a set of models all scientists uniquely settled on heat plot for
pairwise comparison results.

5 Conclusion

The aim of my work was to design several visualization methods for facial com-
parison on different levels of data sizes. I analyzed the needs of scientists working
in this area and designed three different visualization approaches. After imple-
menting these techniques I conducted a user study with the scientists to evaluate
the contribution of my visualizations to their work. The results revealed the most
contributory representations.

The evaluation revealed possible extensions for the future work. It was sug-
gested that the light position should not be fixed with respect to orientation of
the models in order to achieve moving shadows when the models are rotated. It
was also noted that the fog simulation would be more beneficial if it were view
independent. Finally, concerning the cross sections, it was suggested to add the
option of displaying absolute variability values (as opposed to currently used
relative, which take into account orientation of vectors).
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Abstract. While second screen scenarios - that is, simultaneously using
a phone, tablet or laptop while watching TV or a recorded broadcast - are
finding their ways into the homes of millions of people, our understanding
of how to properly design them is still very limited. We envision this
design space and investigate how interactive data visualization can be
leveraged in a second screen context.
We concentrate on the state of the art in the affected areas of this topic
and define technical challenges and opportunities which have to be solved
for developing second screen applications including data visualization in
the future.
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1 Introduction

With the continuous proliferation of accessible computational devices, the me-
dia consumption behavior of millions of people is significantly changing. While
traditionally medial content was consumed with one device at a time, multi de-
vice setups become more and more common. One specific instance of a multi
device setup are second screen (2nd screen) scenarios in which a secondary de-
vice is used to access information while simultaneously watching television or
a recorded broadcast on a large screen. While many studies show the rapid in-
crease of 2nd screen usage [26, 36, 37], dedicated applications for it are still in
its infancy and very little is known on how to properly design them.

Often numbers, data and graphics are used in broadcasts. Because of limited
time, editors have to reduce those data and cannot give an extended description
of the content. Data visualization can help here to provide an easy to understand
detailed description of the content [40]. Therefore, integrating interactive data
visualization in a 2nd screen application seems to be a promising approach.
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Target devices for 2nd screen applications are mainly laptop, smartphone
and tablet [37]. Because of increasing sales figures for tablets and smartphones
and decreasing sales figures for laptops, which are projected by the International
Data Corporation (IDC) [20] until 2018, the focus in this research is on mobile
touch devices like tablets and smartphones.

We will give an overview of the state of the art in the affected areas of
developing 2nd screen applications with visualization. This endeavor comprises
related aspects from different disciplines in computer and media science. We
therefore will take into account aspects not only from the still small research
field on 2nd screen applications, but also from a technical perspective (interactive
visualization on mobile touch interfaces, multi device environments and their
synchronization) and from a content perspective (TV formats). Afterwards we
describe technical challenges which have to be solved to develop visualization for
2nd screen applications as well as opportunities for such scenarios.

2 State of the Art

To provide a broad overview about the topic of 2nd screen applications with vi-
sualization we investigate the following areas: (2.1) Interactive TV & 2nd Screen,
(2.2) TV Formats for 2nd Screen Scenarios, (2.3) Visualization on Touch Screens,
(2.4) Multi Screen Environments and (2.5) Device Synchronization.

2.1 Interactive TV & 2nd Screen

Since smartphones and tablets have appeared on the market, the behavior of
watching TV has changed [11]. Obrist et al. [29] emphasize that: “Television still
plays an important role in everyday life, but the way we consume and interact
with TV content has changed dramatically.” A survey by ARD/ZDF (German
public-service broadcasters) [6] found that 56.6% of TV users also access on-
line content via 2nd screen devices simultaneously to the TV, supporting the
statement of Proulx and Shepatin [32] that “The internet didn’t kill TV! It has
become its best friend”.

With the proliferation of such 2nd screen scenarios, research in the field of
TV is now increasingly focusing on human-computer interaction in the sense of
developing new interaction concepts for domestic environments [17]. However,
one of the major challenges is that the audience switches attention between
a TV and one or multiple mobile devices. The recent experience of watching
TV is far beyond the ‘lean back and do nothing’ ethos from the past, but it’s
challenging to heel the audience to action. The recent trend is not to create
an alternative to watching TV, which might distract the users from TV’s con-
tent, but to support the users’ immersion and the program’s enhancement by
using additional information about the content of the TV broadcast and about
user-generated content through back channel solutions [12]. While 2nd screen
applications clearly open up a whole new space of possibilities, they are still
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heavily underutilized [11]. Although broadcasters recognized the potential and
have started to provide dedicated 2nd screen applications, the knowledge about
what works is still limited [16]. Based on an analysis of Twitter messages during
a live broadcast, Lochrie and Coulton [24] found out that smartphones are heav-
ily used as 2nd screens, but that the audience mostly create their own forums
for inter-audience interaction using (social media) platforms such as Twitter or
Facebook that are disconnected from the primary content channel.

Bubble-TV (see Figure 1) is one of the few existing examples of an innovative
solution that embeds Twitter feeds as dynamic visualization in the background
of a TV studio during live discussions [18]. Bubble-TV goes far beyond showing
single tweets as the audience makes decisions and can intervene immediately at
several points of the show.

Fig. 1: Bubble-TV: Dynamic visualization in the back of a TV stage [18].

In their survey ‘In Front of and Behind the Second Screen’, Geerts et al. [16]
defined five critical success factors of a 2nd screen application: ease of use, timing
or live synchronization, social interaction, attention and added value. In addition,
Obrist et al. [29] came up with the four key areas of research in interactive
television: content, recommendations, device ecosystems and user feedback.

2.2 TV Formats for 2nd Screen Scenarios

Interaction and the supply of information via several channels are key compo-
nents for successful future television. There is a wide range of usage possibilities
of these features depending on the format and topic of the content [6]. In a
survey conducted at St. Pölten University of Applied Sciences [38], annual data
about the state of the art usage of 2nd screen applications in the field of in-
formation television was investigated. The results showed that there are five
layers of interaction in TV programs that reflect how intense additional appli-
cations can be used to enrich a broadcasted show: (1) social media platforms
offer a space to share opinions and discuss the TV broadcast independently in
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real-time; (2) moderated social media where the broadcaster is part of the social
media content production; (3) responded social web activities where viewers can
intervene/influence first screen (1st screen) content via back channels; (4) cross
media storytelling where the user has several options to follow the story and
multiple platforms offer additional content and information; (5) user-generated
content where users themselves are contributing material.

Fig. 2: 2nd screen application published by the Austrian public broadcaster ORF
for the skiing world championship 20131.

Following the half year report of Goldmedia Custom Research’s TVMonitor [1]
the late night show ‘Circus Halligalli’ counts the most web and social media ac-
tivities on the German TV market. Big sports events and in general all kinds of
live events achieve a high level of interaction on social media platforms. During
the skiing world championship 2013 in Schladming, the Austrian public broad-
caster ORF offered a successful 2nd screen application (see Figure 2). The user
was able to switch between several additional camera angles, an instant live
standing was available and background stories were offered. Further a strong
social media support was provided2.

According to Würbel et al. [43], the creation of a nonlinear multi stream video
show in real-time, which changes to the interests of the consumer instantly, is
the future of interactive TV. They have tested such a concept with 489 users
during the Olympic games in Beijing in 2008. During this test, explicit and
implicit feedback has been collected and analyzed to adapt the program to the
audience’s needs.

Apart from these examples for specific events, there are a number of notable
examples of TV formats that offer innovative solutions of integrating 2nd screen
applications. ‘About:Kate’3 for instance, is an innovative TV series, produced
by ulmen.tv on behalf of ZDF/ARTE. This series is state of the art in the field
of cross media storytelling with the usage of different 2nd screen applications
like a smartphone app and a web platform to upload user-generated video clips

1
http://bit.ly/1i92xFa, accessed September, 2015.

2
http://bit.ly/1i92xFa, accessed January, 2015.

3
http://bit.ly/1iod8wH, accessed December, 2014.
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(a) Home screen of the
smartphone app where
you can start the session.

(b) Home screen of the website
opened on an iPad.

Fig. 3: Cross media storytelling for the TV series ‘About:Kate’.

related to the narrative of the TV series4 (see Figure 3). The production company
created a virtual character called Kate that users follow via TV and different
social media platforms. Users can watch Kate’s blog and, via the smartphone
application, Kate will randomly call them during the live broadcast.

Another example for 2nd screen applications is the ‘Red Bull Signature Series’
that Red Bull produces in collaboration with Shazam and the US TV station
NBC5. This format includes a snowboard live broadcast and a 2nd screen ap-
plication. The user can watch the sport event from another point of view, for
instance the ego perspective of the world’s most progressive riders, synced to
the live image of the TV set. The synchronization is performed via the audio
signal of the TV broadcast. Shazam also connects automatically to social media
platforms. The viewer is able to follow all the riders and the event organization
during the event6.

While these are all innovative concepts, there is still a wide space of opportu-
nities that has not been explored so far. Most of the existing work was developed
and approved for narrative content, sport events and game shows because these
are entertaining events with a high level of community response. However, in the
segments of TV magazines, documentaries and live broadcasts the challenge is to
visualize and distribute more complex data sets synchronized to the live broad-
cast on 2nd screen applications. Moreover, there has been very little focus on

4
http://bit.ly/1J655cQ, accessed January, 2015.

5
http://bit.ly/1i92Y2g, accessed January 2015.

6
https://www.youtube.com/watch?v=7ftyEUIYcJ8, accessed January 2015.
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representations of the content that can be adapted to the preferences and needs
of different viewers, for example via personalization or location-aware features.

Another interesting aspect is the differentiation between traditional TV
broadcasting and recorded content as well as online video. Taking into account
other viewing habits (e.g., watching a whole season at once) the type of sec-
ondary content differs. In this case the 2nd screen application could contain the
content for the whole season and not only for one episode.

2.3 Visualization on Touch Screens

Visualization is as much of importance for the informed citizen as it is for expert
users. For a long time, expert users have been the main target group in visual-
ization research. Only recently, interest in broader audiences grew by activities
in the areas of visualization for the masses [44], casual information visualization
(e.g., ManyEyes7, Tableau Public8) or data journalism [7]. Both, Al Gore’s No-
bel prize-winning campaign on global warming and Hans Rosling’s work on sus-
tainable global development9 demonstrate how visualization can be successfully
applied to educate broad audiences. However, utilization of data visualization
in regular TV formats is relatively uncommon apart from classical infographics
and maps in news broadcasts with relatively low information density. Moreover,
the mentioned examples are incorporated for storytelling in 1st screen contexts
that are fully controlled by the broadcaster and keep the viewer in a passive
role. During the last years, natural user interfaces (NUIs) have become increas-
ingly relevant for visualization [34, 23]. Pike et al. [30] point out the need for
better understanding and novel forms of interaction via a so-called ‘science of
interaction’. Along these lines, Elmqvist et al. [15] demand the concept of fluid
interfaces that lets users touch and manipulate elements directly instead of in-
teracting indirectly with interface widgets, which can be seen as extension to
the concept of direct manipulation introduced with the advent of graphical user
interfaces (GUIs) in desktop operating systems [19].

However, the context of mobile devices introduces a diverse set of challenges
and opportunities for visualization. For example, Chittaro [10] summarized that
”[...] visualization applications developed for desktop computers do not scale well
to mobile devices”. PRISMA Mobile is an Android-based information visual-
ization tool for tablets with treemaps, zoom (with pinch gesture), filters and
details-on-demand [13]. The mobile tourism information analysis tool by Pin-
heiro et al. [31] is JavaME based and shows hierarchical data as treemaps, geo-
referenced maps and filters.

There is also some first research about using touch gestures in data visualiza-
tion on mobile devices. Baur et al. [5] presented TouchWave (touchable stacked
graphs, see Figure 4) with kinetic manipulations and integrated interaction with-
out complex gestures. Drucker et al. [14] compared a non-touch-centric WIMP

7
http://www.ibm.com/software/analytics/manyeyes/, accessed January, 2015.

8
http://public.tableausoftware.com, accessed January, 2015.

9
http://www.gapminder.org/world/, accessed January, 2015.
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(window, icon, menus and pointer) interface and a touch-centric fluid interface
on a tablet in a user test with 17 participants and showed that users prefer
the fluid interface. Willett et al. [42] investigated user-elicited selection gestures
on a non-mobile device (32” multi touch display). They found a strong prefer-
ence for simple one-hand gestures, which is also relevant for implementing data
visualization in 2nd screen applications.

Fig. 4: TouchWave: Visualization for hierarchical stacked graphs [5].

Isenberg and Isenberg [21] published a survey on visualization on interactive
surfaces. They have systematically analyzed 100 interactive systems and tools for
small and big displays. The overview shows that most research work is done on
multi touch tabletop devices. Smartphones are only used in 6% of the analyzed
research projects although smartphones are disseminated widely. What’s more,
none of them is related to 2nd screen applications.

2.4 Multi Screen Environments

In a 2nd screen scenario, content is shared over two spatially disconnected dis-
plays. We are therefore facing a specific form of a multi display environment
(MDE) with a 2nd screen device and a bigger screen (e.g., TV or computer).
Stemming from the different intrinsic characteristics of devices and the need to
switch attention between them, MDEs pose unique challenges to the design of
interactive interfaces [28].

While there has been much work in the human-computer interaction (HCI)
and the computer supported cooperative work (CSCW) communities to better
understand these design characteristics, there is only little work on how data vi-
sualization works in such environments. One of the few projects that intrinsically
focused on visualization in MDEs is WeSpace [41] where users could bring their
own laptops and share visual content on a larger screen. A similar approach was
followed by Sedlmair et al. [35] when studying visual MDE applications in the
automotive industry. In addition a smart view management concept for smart
meeting rooms was developed by Radloff et al. [33]. This approach combines and
displays views of different systems considering the dynamic user positions, the
view directions as well as the semantics of views to be shown. Recently, Badam
et al. [2] suggested a middleware framework for implementing visualization ap-
plications in such MDE environments.
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Research in MDEs with visualization and 2nd screen applications is still in
its infancy. An important aspect seems to be linking and brushing across distant
displays to get the users attention on the right screen for the right time.

2.5 Device Synchronization

2nd screen applications require a robust device synchronization of all partici-
pating devices to manage the interactive visualization of additional content. A
number of techniques have been developed so far: (1) manual sync, (2) time code
sync, (3) direct link, (4) closed captions, (5) visual sync and (6) audio sync.

In (1) manual synchronization a visible (or audible) trigger is embedded into
the broadcasted content and the user needs to actively push a button or select
a position on a timeline to sync [4]. While this technique is easy to implement,
it cannot maintain synchronization when the stream is paused.

Alternatively, (2) time codes can be used or devices can be (3) linked directly,
e.g., using WIFI or a web server [27, 25]. However, these techniques require
special hardware, which limits the broad applicability in different scenarios.

Another source of information for sync are (4) closed captions but a lot of
content does not provide those.

(5) Visual sync triggers (QR-Codes as well as natural features) can also
be used for synchronizing 2nd screen devices which however is computationally
expensive and heavily depends on the lighting situation. Ultimately, the audio
channel provides robust features for synchronization.

Two general approaches in (6) audio-based synchronization are watermarking
and fingerprinting. In watermarking, a time code for synchronization as well as
data for the 2nd screen (e.g. a URL) are embedded into the audio signal in a
way that it cannot be perceived by humans but can be reconstructed robustly
from the modified signal [22, 9]. This can be done completely at the client and
the complete data is directly embedded into the primary stream. However, there
are also a number of problems: the original content must be modified in advance
(or at broadcasting time), licensing may prohibit watermarking for certain types
of content and watermarks may become audible which is annoying for the user.
In fingerprinting [39] a short audio snippet is recorded at the client, indexed,
transformed into a compact signature and matched against pre-indexed content
at the server with high accuracy. Fingerprinting does not change the content and
is more flexible than watermarking but requires a pre- or real-time indexing of the
broadcasted content. It has originally been developed for music identification [39]
and has recently gained increasing attention for media synchronization in 2nd

screen applications due to its high precision and low latency [3, 8].

2.6 Summary

Studies confirm that smartphones and tablets are used as secondary devices
whilst using the TV or computer [26, 36, 37]. However, these devices change
the behavior of TV viewers. The synchronized usage opens up new possibili-
ties (e.g., providing a 2nd screen application with additional content related to
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the specific broadcast). Currently, there are no generalized rules for designing
2nd screen applications. TV stations and producers are searching for suitable
concepts, testing applications in genres like narrative content, sport events and
game shows. However, other segments like TV magazines, documentaries and
live broadcasts provide an excellent basis for integrating visualization of more
complex data sets to substantiate the content of the broadcast.

From a technical point of view, the topic of device synchronization is well
covered in research. However, concerning visualization on smaller touch screens
and MDEs more research has to be carried out. Interesting aspects are for exam-
ple linking and brushing across distant displays and developing visualizations for
different screen sizes and operating systems. In addition, current visualization
research concentrates on expert users. With the integration of interactive data
visualization in 2nd screen applications the target audience will become more
general and diverse.

3 Technical Challenges & Opportunities

Based on the findings of the state of the art (see Section 2) we derive techni-
cal challenges and opportunities to come for data visualization in 2nd screen
applications.

– Visualization for the masses: To bring visualization to the general public,
we have to think about visualizations that allow to explore the data in an
intuitive and understandable way. Users should not have to learn the visual-
ization.

– Visualization and cross device compatibility: In relation to the different
devices which could be used for the data exploration, it will be necessary to
use a framework which supports cross platform compilation. In addition, an
automated (semantic) scaling for the presented visualization will be needed in
relation to the big variety of device screen sizes.

– Visualization and touch interaction: There should be a generalized set
of gestures which work for a wide range of commonly used visualization tech-
niques. According to these techniques there is a second interesting issue de-
pending on the different screen sizes and resolutions of the devices. For exam-
ple a small device with high DPI number is more sensitive for gestures than
the same device with lower DPI (e.g., lower DPI → bigger gesture; higher DPI
→ smaller gesture).

– Linking and brushing across distant displays: This aspect depends on
studying and advancing the process of visual synchronization (e.g., linking and
brushing) for heterogeneous displays with different types of content (broad-
casted TV and interactive visualization).

– Recording the 2nd screen exploration: In relation to the new possibilities
of this upcoming technology, it will be very helpful to give the user the abil-
ity to record his/her exploration depending on the broadcast to reconstruct
his/her newly gained insights. This can be very helpful for schools for example:
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A teacher watches an interesting documentary and explores the data on the
2nd screen device. With the record function, he/she gets the ability to show
this record in the next lecture. A further idea could be a picture in picture
feature for broadcast and recorded explorations.

– Crowd sourced commenting: Following the Polemic Tweet project10, 2nd

screen applications can be used for crowd sourced commenting. By integrating
such applications into a live broadcast as back channel, users can participate
directly with the TV content (e.g., political discussions).

4 Conclusion

As we have shown, interactive visualization of data for and from 2nd screen
devices is a complex and multi-faceted endeavor that touches both, technological
as well as content-related aspects. Recent technical developments allow for new
perspectives on the TV of tomorrow and mobile devices such as smartphones
and tablets with interactive surfaces are ubiquitous and already applied as 2nd

screen devices today. However, these approaches are not well integrated and are
mostly constrained to pointing to supplementary information or social media
platforms focusing on text, image and video material. Toward application of
future visualization integrated in 2nd screen applications we defined technical
challenges and opportunities which are not solved yet.
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Abstract. Data journalists have to deal with complex heterogeneous
data sources such as dynamic, directed, and weighted graphs. But there
is a lack of suitable visualization tools for this specific domain and data
structure. The aim of this paper is to give an overview of existing publica-
tions and web projects in this area by classifying the works in a system-
atic characterization that adapts existing characterizations for a focus
on Data-Driven Journalism (DDJ). The survey highlights a lack of work
in visualizing dynamic, directed, and weighted graphs, albeit individual
aspects of dynamic graphs are well explored in the graph visualization lit-
erature. The results of this survey show that Sankey diagrams and chord
diagrams occur frequently in web projects. A further popular method is
the animated node-link diagram. The representation of a flow (directed
and weighted) is typically illustrated as lines giving the direction of the
relationship and width of lines showing the weight.

Key words: dynamic graphs, data-driven journalism, network, graph
visualization, quantitative flow

1 Introduction

Today we live in a world in which it is increasingly important to understand
different complex phenomena to facilitate well-informed decisions. Traditionally,
journalists play an important role in uncovering hidden patterns and relation-
ships to inform or entertain readers. In addition, the amount of available data
is growing and, thus, it becomes crucial for journalists to use data science in
their investigative work. This trend led to the advent of Data-Driven Journal-
ism (DDJ) [1]. The journalists’ workflow now includes dealing with complex
heterogeneous datasets. Such datasets comprise multiple variables of different
data types that often stem from different sources and are sampled irregularly
and independently from each other. Moreover, specialized data types need to
be managed and analyzed. Often, the data structure of dynamic, weighted, and
directed graphs appears such as the Austrian Media Transparency Database [2]
showing the flow of money over time between governmental organizations and
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media companies. Because of the complex data structure and the lack of software
tools especially for journalists, there is a need for analysis of existing work in
dynamic, weighted, and directed graph visualization.

A graph can be defined as a set of objects, called vertices (nodes), and their
relationships, called edges (links) [3]. In contrast to a static graph, a dynamic
graph evolves over time. As von Landesberger et al. [4, p. 1721] emphasize
“[t]ime-dependent changes may affect the attributes of nodes and edges, the
graph structure or both”. A weighted graph assigns a numeric attribute, called
weight, to each edge. Graphs are often classified into undirected and directed
[5]. In directed graphs the vertices of an edge are ordered. Many visualization
techniques have been introduced in the field of dynamic graph visualization [4].
A number of surveys [4, 6, 7, 8] of visual techniques and also task taxonomies
[9, 10, 11, 12, 13] exist in the literature. The focus of these papers lies on dynamic
graphs and the categorization of visual approaches. The currently available lit-
erature lacks a survey that addresses the specific and complex data structure
of dynamic, weighted, and directed graphs. The paper at hand aims to extend
existing surveys by providing an overview of approaches for dynamic graphs
visualizations showing quantitative flows (directed and weighted edges).

In Section 2 we discuss related work. In Section 3 we outline the systematic
characterization of the dynamic, weighted, and directed graphs. Section 4 con-
tains the description of the results, we reflect on the outcomes in Section 5, and
Section 6 proposes directions for future work.

2 Related Work

Various surveys, state of the art reports, and design space papers exist to pro-
vide an overview of dynamic/temporal graph visualizations. Von Landesberger
et al. [4] conducted an analysis of large graphs with the focus on the aspects
of visual representation, user interaction, and algorithmic analysis. The graphs
are classified according to whether they are static or dynamic (attribute change,
structural change, or both) and by graph structure (tree, generic graphs, and
compound graphs). In 2014 Beck et al. [6] surveyed the state of the art in dy-
namic graphs by classifying visualization techniques in a structured hierarchy of
three layers: animation, timeline and hybrid techniques. In the same year (2014)
Kerracher et al. [7] presented the work of mapping the design space of techniques
for temporal graph visualization. They identified two dimensions according to
which the existing visualization techniques can be classified: graph structural
encoding and temporal encoding. Hadlak et al. [8] created a meta survey, which
is built on existing graph visualization surveys and identifies the four common
facets of partitions, attributes, time, and space.

All these state of the art reports and surveys aimed for a categorization and
classification of visualization techniques in the field of dynamic graphs visual-
izations. To sum up, the characteristics of temporal and graph structure are
considered in all papers. However, we could not identify overview literature that
focuses on directed and weighted flows in dynamic graphs in particular.
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Also various task taxonomies in the field of dynamic graph visualizations exist
in the literature. The design space of visualization tasks by Schulz et al. [9] and
the multi-level topology of abstract visualization tasks by Brehmer and Munzner
[10] are general but can to some extent be applied for graph visualization. In
the field of dynamic/temporal graph visualizations, the work of Lee et al. [11],
Ahn et al. [12], and Kerracher et al. [13] provide more specific task taxonomies.
Together, these papers provide important insight into the field of dynamic graph
visualization and tasks the users perform.

The aim of this survey is to provide an update by adding more recent pub-
lications and web projects in the context of DDJ and techniques for directed
and weighted graphs to the body of work presented in the existing surveys. The
focus hereby lies on dynamic, weighted, and directed graphs.

3 Systematic Characterization

Our characterization of work on graph visualization consists of three groups of
categories: general categories, categories relating to time (dynamic graphs), and
categories relating to flows (directed and weighted edges).

General. A first categorization is done by the application domain (e.g., econ-
omy, science etc.) of the project or publication. Then, a categorization by visual-
ization technique will give an overview of the most common representations for
these graphs. In addition, we will look at the arrangement of nodes. For every
project and publication, the status of conducting an evaluation is documented
as the type of evaluation (qualitative, quantitative, no evaluation, or unknown).

Time. Our categories relating to time are based on existing taxonomies in the
literature on dynamic graph visualization: Based on the data sources behind the
visualizations we distinguish between works for either dynamic or static graphs
[4]. For work supporting time, we adopt the categorization of graph structure and
time component from Beck et al. [6] and categorize time interaction additionally.
For graph structure, they distinguish between animation, timeline, and hybrid
techniques on the first level of their characterization. Animation is a time-to-time
mapping, this means that the different timestamps are illustrated as an animated
representation. If the representation of the graph can be drawn onto a timeline
in a time-to-space mapping the categorization of the visualization is a timeline.
Using animation in combination with for example a static timeline Beck et al.
speak about hybrid approaches [6]. Also the categorization for time component
into either superimposed or juxtaposed are based on the survey of Beck et al.
[6]. In addition, we analyze interaction techniques and interface elements used
to navigate time in the category time interaction.

Flows. Likewise, we classify publications based on the underlying data sources
showing the characterization of directed or undirected and weighted or un-
weighted graphs. We study whether direction and weights are shown on edges,
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nodes, or both. This survey also examines the representations of quantitative
flows such as using colors or width of a line showing the direction or weight of
the relationship.

Literature Search. To collect relevant publications for this report, we started
to work through publications in the state of the art report by Beck et al. [6],
von Landesberger et al. [4], Hadlak et al. [8]. In parallel, we used different search
engines such as Google Scholar, IEEE Xplore, ACM digital library, Springer
Link, and Google.

At first we defined keywords to use such as “dynamic graph visualization”,
“flow visualization”, “weighted and directed graph”, “multimodal graph visual-
ization”, and also different combinations of them. Also keywords in the area of
data driven journalism “journalism” or “data driven journalism” are used. These
keywords were also used to find online material and projects in this domain. The
examples presented in this report are appropriate to the domain of data driven
journalism with the focus on quantitative flow (directed, weighted graphs).

4 Results

Six web projects in the domains of education [14], politics [15, 16, 17], sport
[18], and economy [19] were found, that show quantitative flows. 10 publications,
which are relevant for this report in the domains of neuroscience [20, 21], science
[22, 23, 24], ecosystem [25, 26], and social networks [27, 28] can be identified. Four
of the found publications have their focus on the development of visualization
techniques for no specific domain. The overview of all publications and web
projects is shown in Table 1.

4.1 Visualization Techniques

Seven of the found works are classical node-link diagrams [17, 20, 21, 22, 23,
29, 30]. Besides that, hybrid representations that adapt and combine techniques
are popular. For example, Google+Ripples combines node-link diagrams and
treemaps [27]. Further, the node-ring representation merges node-link diagrams
with the inspiration of concentric circles [31]. Etemad et al. [25] presented Eco-
Spiro Vis, a visualization specifically designed for ecological networks. The rep-
resentation uses the circular character of the chord diagram in combination with
aspects of Spirographs to visualize directed, weighted graphs. Farragui et al. [32]
introduced a visualization method for dynamic graphs inspired by the tree rings
of a tree, showing the age of a tree and the amount of new growth of a tree
in a year. Greilich et al. [24] published a visualization method for visualizing
weighted, directed compound digraphs called TimeArcTree (Fig. 1). Based on
node-link diagrams they aligned the nodes of a graph vertically for each times-
tamp. Two publications use a matrix-based approach for dynamic graphs. The
matrix visualizations are integrated in a multiple view layout or are part of a
study comparing two visualization techniques [20, 21]. Only one paper uses a
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Table 1. Classification of recent publications and web projects.
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matrix-based approach to visualize dynamic graphs in the form of a visual adja-
cency list [33]. Sankey diagrams [15, 16] and chord diagrams [14, 18, 19] showing
quantitative flows occur particularly often in web projects (e.g., Fig. 2 and 3).
Alemasoom et al. [26] used Sankey diagrams to generate visualization of flows
and correlations in an energy system. EgoSlider by Wu et al. [28] uses a glyph-
based diagram in combination with a multiple view layout, giving more insights
into the data of ego networks.

Fig. 1. TimeArcTree [24] Fig. 2. Transfer Window
[18]

Fig. 3. Sankey diagram
“Medientransparenz” [15]

4.2 Quantitative Flows

Quantitative flows are mainly depicted in the form of colors, width of lines, ar-
rows, transparencies, animations, or flash metaphors as shown in Fig. 4. The
most common representation of flows is the width of lines illustrating the weight
of an edge, especially because this representation is used by visualization tech-
niques such as Sankey diagrams and chord diagrams as well as node-link repre-
sentations.

Fig. 4. Examples showing quantitative flows

4.3 Time

Two of the investigated publications use the timeline approach [24, 33] to show
the time aspect. Also, two hybrid approaches can be found in the literature
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[28, 29]. The most common visual representation are animations showing the
changes over time [14, 19, 21, 26, 27, 30]. Erten et al. [23] and Farrugia et al. [32]
use small multiples to visualize different timestamps and their changes in it. The
visualization tools provide different interaction possibilities to navigate through
time. The most common form are sliders [21, 26, 27]. GraphDiaries [30] integrated
thumbnails giving an overview of the changes over time. Users are able to use
check boxes to navigate through the visualization getting insight into changes
over time [19]. To represent time, superimposition is most frequently used [19,
21, 23, 26, 27, 29, 30]. Moreover, a number of approaches use juxtaposition to
give insight into the time changes [23, 24, 32, 33].

4.4 Evaluation

The most common evaluation methods are qualitative studies. Eight of 14 pub-
lications perform qualitative methods to evaluate their developed visualization
technique. More than half of them do not integrate an evaluation in their research
process. The evaluation status of web projects is not known.

5 Discussion

Only nine of 20 publications and web projects explored the possibilities to vi-
sualize weighted and directed graphs. The underlying data structure of three
online projects are static, weighted, and directed graphs. Five scientific papers
work on the problem of visualizing this special data type of dynamic, directed,
and weighted graphs. Most of these developed tools use combinations of existing
techniques based on node-link diagrams. Von Landesberger et al. [4] define the
main challenge in using node-link representations to produce a readable layout.
This includes no overlapping of nodes and less edge crossings as well as homo-
geneous edge lengths. It also seems to become important to find visualization
methods addressing this problem and find possibilities to represent dynamic,
directed and weighted graph data. The analyzed projects and publications are
implemented in various domains like science, politics, social networks, sports,
education, and neuroscience. Tools or visualization techniques for the domain
or the special use case of DDJ are not explored in the literature. An interesting
finding is that five of six online visualizations are based on Sankey [15, 16] or
chord diagrams [14, 18, 19]. Only one uses a node-link diagram [17]. Often the
weight of edges is shown as line width and represented together with direction
by animation, which should give a visual metaphor for flow. Moreover, it became
apparent that a circular arrangement of network nodes is quite common and has
been found seven times. The results also show that the most common possibility
for showing changes over time are animations, small multiples, and juxtaposed
alignments. The interface elements to navigate over time are often sliders or
checkboxes. More than half of the publications do not perform evaluations, the
rest qualitative studies.
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6 Conclusion & Future Work

This survey presents an overview of research literature in the area of visualization
of dynamic, weighted, and directed graphs in the domain of DDJ. We updated
the existing literature of dynamic graph visualization with recent publications
and web projects. In addition, we focused on weighted and directed graphs due
to their relevance for DDJ. The found publications are investigated along a
consistent characterization that is derived from existing overview literature.

Further research should be undertaken to investigate the suitable representa-
tion of weighted and directed graphs changing over time. Alemasoom et al. [26],
Chaoyu et al. [21] and Alper et al. [20] integrate existing visualization techniques
as node-link or matrices in their tools. Other publications tried to combine dif-
ferent aspects of visualization techniques such as node-link based approaches [31]
and chord diagram with Spirograph aspects [25]. For investigative exploration
of graphs, new interaction possibilities for graphs should be developed. Other
interaction techniques beside sliders and checkboxes are possible for interaction
along the time aspect. Further interaction support for the flow aspect of graphs
is needed.

Even though they were out of the scope of this survey, multimodal graphs
are another aspect of graphs to be considered in DDJ. A multimodal graph can
have different types of vertices [34] such as government organizations and media
companies in the Austrian Media Transparency Database [2].

Large and complex heterogeneous datasets are the basis for most of the vi-
sualizations. The web projects often concentrate on a specific aspect, trying to
communicate a certain message to the end user. The range of suitable visualiza-
tion techniques is wide. So the investigation of those visualization methods to
other domains and use cases could be part of further research.

The work of data journalists, which is related to the problem of working
with complex data structure of dynamic, weighted and directed graphs, is not
explored in depth. Most of the web projects address the end user, the consumer
of online newspapers.
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Abstract. We need analytics systems that are optimised to human
sense-making and reasoning due to the amount of data that is available
for intelligence analysis. The purpose of Visual Analytics is to enable
and discover insights in complex data through automatic computation
and interactive visualisation. Sense-making describes the process of giv-
ing meaning to one’s experience in order to understand events. To do so
interactivity is the essential key to make sense out of data because the
limits of human capacities are reached quickly. It is, however, not suffi-
ciently clear how analysts derive knowledge from information systems. In
this work, we investigate interaction processes with visual analytics tools
to improve the understanding on how this meaning is generated. Addi-
tionally, guidelines based on empirical research and user requirements
are presented.

Key words: insight model, decision making, design recommendations

1 Introduction

Digital data has the potential to inform us in many ways, but reasoning about
discovered clusters, trends, and outliers requires contextualised human judge-
ments. Yet, the main problem is that we do not know how knowledge is derived
from analytical tools and, therefore, it is not clear how those systems should
be designed. The R&D project VALCRI - funded by the EU under the FP7
Programme - develops a new system prototype for information exploitation by
intelligence analysts working in law enforcement agencies. In this kind of analy-
sis, an increasing amount of information is collected. With this amount of data it
is sometimes difficult to make sense of the data and to derive valid inferences [1].
There are several different factors which influence this problem. One aspect is
the organisation of the information and the design of the system, so that per-
ception and reasoning processes of the analysts are appropriately supported. It
is still not very well understood how users, especially how analysts, derive new
knowledge from information systems. Nevertheless, there is some empirical re-
search in human computer interaction (HCI) and cognitive psychology that can
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help to inform the design of intelligence analysis systems. On the basis of empir-
ical results, guidelines and recommendations for the design of such systems need
to be developed to support the work of analysts. Especially in visual analytics,
a lot of research is being conducted which tries to clarify how analysts can be
supported by visualisations. Empirical studies to understand and better support
sense-making and insight processes have been conducted, which is why we out-
line the benefits of empirically derived design guidelines and work on practical
sense-making guidelines for the work of analysts. The main problem is that the
utilisation of empirical results is not a straightforward process, see Figure 1.
Sometimes, it is not clear how basic research from cognitive psychology might
be applicable because of its abstract nature. In addition, psychological research
is often formulated in a way which cannot be understood easily when coming
from a different domain, such as technical engineering and software development.
Therefore, a process of translating this research is needed.

Fig. 1. Influencing factors in the retrieval of knowledge from information systems

Another challenge is to work with terms that share no common definition
and, hence, are used for various tasks and processes in the literature. Sense-
making has been described as “the reciprocal interaction of information seeking,
meaning ascription and action” [2, p. 240], and more generally speaking by Klein
as “the deliberate effort to understand events” [3, p. 114]. Zhang et al. [4] point
out that sense-making is most present when we face problems where we have
insufficient knowledge. For the purpose of our research Klein’s definition suits
our emphasis on the human as the driving force to understand data.

One of the key problems in the sense-making process is to “connect the
dots” or to quickly find the fragments of relevant information from very large
datasets, such as systems containing big data, and to piece them together so
that it is possible to draw a sensible, reasonable, and justifiable conclusion.
VALCRI focuses on Comparative Case Analysis (CCA) to identify series of linked
events which can be distinguished from other events to evaluate crimes that have
already happened. Much of this process is very labour intensive and inefficient.
Part of the project’s goals involve the development of a set of guidelines and
recommendations to help the analysts in their work and to design visualisations
providing a comprehensive overview of the data. In a first step a comprehensive
requirements analysis was conducted to assess the users’ needs. Subsequently,
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tentative guidelines have been developed according to the characteristics of the
criminal intelligence analysis process as it is described in the literature.

In this paper, we describe this process as well as part of the resulting sense-
making guidelines. Furthermore we show how they relate to the requirements
analysis and to the users’ needs and point out the relation to the more theoretical
models of the intelligence analysis process.

2 Related Work

The classic model of sense-making for intelligence analysis by Pirolli and Card [5]
organises the process of foraging and sense-making in two major loops. The for-
aging loop incorporates search activities whereas the sense-making loop tries to
interpret the found information and make sense out of it to develop a consis-
tent mental model. But humans do not only perceive information by user-driven
processes, like searching for information, but also by visualisation-driven pro-
cesses, like salience or Gestalt laws. The information processing of Pirolli and
Card’s model supports that, so that processing can be driven from data to theory
(bottom-up) or from theory to data (top-down).

However, they point out that their model brings a cost structure with it which
results in the trade-off between wide exploration and detailed exploitation of the
information. Their model is not suitable to explain user interaction with informa-
tion visualisations because it misses the tool and perceptual interaction that are
relevant in this context. Additionally, there is no distinction between processes
that are driven by the information provided and those that are driven by the
user’s prior knowledge. From a cognitive perspective, processes like schematize
or build case should rather be classified as top-down, knowledge-driven processes
than bottom-up processes [6].

According to Klein [3] we have to shift an anchor in our prior knowledge
to gain new insights. He describes insight as an “aha” experience when all of a
sudden a new understanding of events gets created. He observed five cognitive
triggers that change the way we think and that lead to insights: making con-
nections, finding coincidences, emerging curiosities, spotting contradictions, and
being in a state of creative desperation.

Due to automatic computation and interactive visualisation we can work with
complex data and discover new insights with visual analytics systems. Still, con-
textualised human judgement is necessary to reason about discovered clusters,
trends, and outliers. Therefore, visualisations need to transform available data
into representations that can be processed by individuals in the best possible
way. The investigation of how intelligence analysts interact with visual analyt-
ics systems gives some indication of the sense-making processes users engage
in while they work with the system. Attfield et al. [7], for example, argue that
understanding how users work like, e.g, legal staff performing e-discovery in real
life, informs us about how to support them by visual analytics tools.
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3 Methodology

Within the VALCRI project we were able to get to know the processes of intel-
ligence analysis in the environment of the intelligence analyst partners, who are
the end users of the developed system. On four occasions we were introduced to
the intelligence work by police analysts at their working places to get to know
their day-to-day job. On this basis several bi-lateral meetings between different
project partners followed, which led to a collection of more than 700 user stories
describing the analysts’ work including current as well as anticipated procedures
within an improved system. Intelligence analysts engage in fluid and rigorous
thinking and reasoning processes during an intelligence analysis task [8]. To gen-
erate further information on the cognitive processes common to analytic work,
interviews with end users were conducted in addition.

Two higher goals for an improved system resulted from the requirement anal-
ysis and end user interviews. First a system that incorporates multi-dimensional
data from different exploitation systems should result in efficient procedures that
in the end lead to very valuable time savings but at the same time, improve the
human reasoning processes and reduce the possibility for human failures, such as
cognitive bias or misusing the system. The development of intelligence systems,
consequently needs to consider human issues (e.g. management of task uncer-
tainty, experience level, etc.) to achieve these high level goals. A human issues
framework [9] is being developed for that reason, which covers the themes eviden-
tial structuring and reasoning, advances in sense-making and insight, cognitive
bias mitigation and legal, ethical and privacy aspects.

In the next section we describe important design recommendations from the
sense-making and insight point of view. Spence [10] argues for a structured ap-
proach to translate the existing information from cognitive psychology and HCI
to interaction design. In the systematic form of design actions, empirical research
from cognitive psychology and HCI can be made useful for information visuali-
sation. We adopted this approach and developed a set of 17 guidelines, of which
we will elaborate on 7 in the following.

4 Sense-Making Guidelines

The following guidelines consider general sense-making processes that are rele-
vant as they relate to the requirements analysis and to the users’ needs. By way
of example we chose the best documented guidelines about areas, where a lot
of research exists, which can be reformulated in an applicable, generic way to
inform and in further consequence improve the design of visual analytics tools.

4.1 Provide Different Perspectives on the Data

Data from the end user interviews show that analysts are actively looking for
contradictions in a hypothesis. They challenge their hypotheses against contra-
dicting data and they go after each piece of evidence to form a coherent story.
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To support this a system should provide different perspectives on the data and
let the user work with multiple visualisations.

A design that supports relationship mapping in the data and form a coherent
mental model can be achieved by multiple coordinated views. Multiple coordi-
nated views combine different views on the data in one visual representation like,
e.g., Microsoft’s Windows Explorer combines an outliner view of the folders, a
tabular view of the files in the selected folder and a quick details view of the
selected file. Empirical data shows that the ability to see data in multiple linked
views significantly speeds up easy as well as difficult tasks in comparison to a
single scrolling view [11]. The requirement analysis further shows that analysts
want to work with different visualisations that support cross filtering. They want
to have a visual representation of spatial events on maps and additional infor-
mation of the events in the investigated area to get ideas in which direction an
inquiry can go. A multiple view approach supports that because unexpected or
less expected ideas can be shown as well.

4.2 Provide an Open Exploration and Allow the Redefinition of the
Goal and the Methods

Research in everyday reasoning indicates that so-called wicked problems are
solved differently than clear-cut problems. Wicked problems have no clear
method or path to the solution and it is sometimes not clear how the solution
might look like. It is typical for such problems that users explore the problem
space and often redefine the goal of analysis while working on the solution [3,12].
A trade-off decision needs to be done so that exploration gets supported in a
way which does not lead users astray but helps to brainstorm on the one hand
and to focus at the end of the exploration process on the other hand. The higher
objectives for a better system are saving time and reducing uncertainties and
errors. A more concrete goal would be to identify relations between crimes. A
general hypothesis is that a crime is seldom a single event.

Search is especially in the context of CCA a particularly interesting topic
due to its breadth in functionality. One might be interested to find similarities
and look for patterns or find oddities that stand out from the others. Control
over threshold parameters should be given to the user as one can more openly
explore the data and is able to bring in one’s experience in that way. Analysts
have different privileges at different systems and sometimes have to ask for access
to different databases which results in delays of different magnitudes. Analysts
feel the barrier that this procedure brings to the investigation process. Though
restricted, a vast amount of data is available and uncertainties as well as gaps
(missing data) need to be represented in equal terms. This needs to be addressed
in distinct guidelines from other perspectives but also is considered in these
sense-making guidelines.
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4.3 Support Holistic Sense-Making Processes by Structuring
Information in a Coherent Manner

Gestalt psychology indicates that sense-making is a holistic process where struc-
ture plays an important role and empirical evidence shows that everyone develops
his or her own structure [13]. Hence, users should be able to generate their own
structures of knowledge where this is possible, e.g., be able to structure network
representations (e.g. social networks) themselves if it makes sense in the con-
text of their work. However, anything too complicated and time-consuming is
unlikely to be used in an environment characterised by significant time-pressure.
The requirement analysis supported this because the analysts prefer to start
from scratch rather than remodel an auto-generated representation. In addition
to this, program response times are important for sense-making and reasoning.
Analysts stated that slow programs are very frustrating. Responses, like e.g.
search results, should ideally be available to the user at the speed of thought.
Otherwise the slower response might influence reasoning, as one might have no
time to follow an idea or forgets a sparking idea in the meantime [14].

4.4 Support Reuse and Provide Graphical Histories

An investigation can last over days and weeks and an analyst might end up
looking for the same thing over and over again. Therefore, users should be able
to reuse done work and get a fluid transition between different visualisations
to save time. A keyword search on text documents should be transferable onto
other data so that results can be texts but for example also spatial data on a
map.

To provide a graphical history on the one hand improves a quick reuse of a
previous search but also provides an overview of the investigation work. Addi-
tionally to facilitating analysis and communication, graphical histories may help
in teaching analysis by example [15]. The problem with visual histories is that
they do not scale up. It might be faster to do a new search than to look up an
entry in a long search history. For example, the history in a web browser is a
simple list that lists every site you visited that gets very long in a short time
which makes it hard to search for a specific site. An entry in the history must
be identifiable and for reusing a previous search it must be visible what the
result set means. To provide a graphical history is a challenging task but users
appreciate the feature if they can reuse done work.

4.5 Provide Interaction Possibilities

Providing interaction techniques supports sense-making. A single image can only
answer a small set of question. Visual analysts gain insight by repeatedly look-
ing at the data, exploring, refining the views iteratively and hence developing
insights [14]. The theory of Distributed Cognition assumes that interaction with
cognitive tools (e.g. the VALCRI system) plays an important role for sense-
making processes [16].
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Semantic zooming is one interaction technique that should be provided for
temporal and spatial data to enable the exploration of more details as a chart
is enlarged in the area where the zoom happens. Granularity in time can vary
from years to weeks to days, time of day, etc., the granularity of the spatial
data occurs in different levels as well, for example zip code, grid, and address,
whereas address is the most common practise in crime analysis. Geocoding is a
critical issue because the visualisation reveals information that is not obvious by
looking at a street name or address. However, using coordinates from GPS data
is the most accurate and reliable way to locate incident data, especially when
they happen in parks or on vacant land [17].

4.6 Enable the Users to Cluster Similar Cases

Another interaction technique is to offer an easy clustering and hot spots gener-
ation possibility to show similarities in the data. There are various mathematical
methods to cluster data that can support analysts in finding similarities, e.g.,
in MOs (modus operandi) of criminal gangs. The results of the mathematical
methods can be visualised on the screen so that analysts can see at a glance
which data is similar. It should be possible for the users to influence the cluster-
ing process, for example to choose how many clusters should be presented. As a
result we need to distinguish between machine and human created clusters.

Cluster visualisation can be used for rapid identification of relevant docu-
ments. Allan et al. [18] support the cluster hypothesis and show how feedback
techniques enhance the effect to help users separate relevant from non-relevant
documents. Data can be clustered in different ways, depending on the criteria
for the clustering procedure. It is sometimes difficult to identify a clustering
procedure that helps the user to gain insights. For example, in node-link dia-
grams (networks) the users could cluster persons with similar attributes or the
users could cluster crimes with a similar MO. It might sometimes be difficult to
identify the criteria for what constitutes a similar MO which indicates that the
same group of persons is responsible for a series of crimes. In alignment with the
guideline to support reuse users ideally should be able to save a cluster selection
for future analysis.

4.7 Do Not Overwhelm the User with Too Many Connections

Displays that visualise too many individual data points become cluttered which
affects analysis, because trends and patterns are harder to spot. There are differ-
ent techniques to measure and reduce clutter in a visualisation [19]. Crime maps
need to convey a lot of attributes in different granularities, like the incident
numbers per year (as well as per hour a day, etc.), the crime types, boroughs
or boundaries. It is sometimes difficult to identify what constitutes clutter. How
much information is needed might depend on the data or the task. Possible
solutions for this problem are to enable filtering or highlighting interesting data.

The representation of large datasets can be simplified with the help of aggre-
gates, which represent a group of data points so that fewer markers are needed.
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A challenge in the construction of aggregates is to choose the right granularity.
This is an important decision for the effective visualisation and depends on the
application domain and on the task at hand [20,21]. The problem with different
aggregation levels is that anomalies are possibly hidden [22]. On the other hand
effective maps have to be highly generalised so that important trends and fea-
tures emerge [23]. To reduce this threat the system needs to give control to the
user and raise curiosity to explore different levels. To address the problem of the
unit of analysis exploratory tools should allow the selection and combination of
aggregates and give several perspectives on the data.

Further, in the context of map visualisations spatial exaggeration is a relevant
factor. The data of interest needs to be exaggerated in order to make connections
and contradictions visible. An example that came up during the requirement
analysis is that telephone records and the routes of buses might be connected
and an exaggeration of antenna regions may reveal that the mobile phone data
is following a certain bus route.

5 The Intelligence Analysis Process - Identification of
Meaningful Patterns

An important goal in the VALCRI project is to support analysts in CCA. In
this context, the identification of meaningful patterns plays a significant role.
We want to give a brief outline of how this process of pattern identification is
described in the literature. Crimes often follow distinct geographical patterns
that can be uncovered using maps because the spatial and temporal dimensions
of criminal activity can be clarified easily through such visualisations [17]. In the
analysis of patterns analysts have to recognise differences and similarities in the
cases of interest. This is done in an iterative process of manipulating, searching
and sorting the characteristics of crimes. The United Nations Report on Drugs
and Crime 2011 [24] distinguishes between four different analysis techniques: link
analysis, event charting, flow analysis, and telephone analysis. In our context,
link analysis is especially interesting. The authors point out that links between
entities (persons, locations, ...) should be represented graphically to clarify their
relationships. The Major Incident Manual 2006 [25] describes Crime Pattern
Analysis as a method to identify patterns and trends in data on crime and
incidents. Among the methods that this report suggests for this analysis are also
visualisations (bar charts, mapping).

Several of the guidelines on sense-making developed for VALCRI address
issues raised in the literature on the intelligence analysis process. The guidelines
in general emphasise the importance of the identification of patterns. We describe
how analysts can be induced to perceive connections as well as contradictions.
Other recommendations indicate that it is important to support interaction.
Interaction helps analysts in the manipulation, sorting and searching of data [17].
We also suggest assisting the analysts in processes of open exploration, although
care should be taken to help the analyst to reach a conclusion. The guidelines also
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mention the use of graphical representations (e.g., maps, node-link diagrams,. . . )
to support this process because some patterns can be identified more easily
through visualisations. In this context, multiple views showing data in different
forms of graphical representation play an important role. Multiple views also
help analysts to identify unexpected connections between the data, but also
contradictions.

6 Conclusion

In this paper we give an overview of our work in progress of design guidelines for
visual analytics systems in the field of criminal intelligence analysis. We discuss
part of the guidelines developed in the course of the VALCRI project. Their
applicability results from a detailed requirement analysis as well as their relations
to the theoretical models of the intelligence analysis processes described in the
literature. In this way, we want to outline the practical relevance of the guidelines.
In future work we will refine the guidelines on the basis of the developer feedback
and adapt them further to the users’ requirements and add additional guidelines
as we get to know more insights into their working processes.
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Abstract. Handling refractive effects in computer vision disciplines like
underwater stereo camera system calibration or 3D-reconstruction is a
major challenge. Refraction occurs at the borders between different me-
dia on the way of the light and introduces non-linear distortions, that are
dependent on the imaged scene. In this paper, concepts will be proposed
for the calibration of a stereo camera system including a set of additional
refractive parameters, for underwater stereo 3D-reconstruction and for
evaluation of the computations.

Key words: Underwater Imaging, Underwater Camera Calibration,
Underwater 3D-Reconstruction, Stereo Camera Systems

1 Introduction

The application of imaging devices in underwater environments has become a
common practice. They can be installed on autonomous underwater vehicles
(AUV), remotely operated vehicles (ROV) and also divers can be equipped with
them. The non-destructive behavior toward marine life and its repeatable appli-
cation makes underwater imaging an efficient sampling tool. Underwater imaging
is confronted with quiet different constraints and challenges than imaging in air.
The camera’s constituent electric parts have to be protected against water. This
leads to setups where cameras are looking through a viewing window like an
aquarium or to cameras being placed inside a special waterproof housing. All
of these setups are subject to refraction of light passing bounding, transparent
interfaces between media with differing refractive indices (water-glass-air tran-
sition). Refractive effects lead to objects seeming to be closer to the observer
and hence bigger than they actually are. The effects are non-linear distortions,
that depend on the incidence angle of light rays onto the refractive interface.
These non-linear magnifications are a problem for gaining metric information
from images like 3D-reconstruction with conventional in air approaches.

For gaining metric 3D-reconstructions, using a stereo-camera-system is a
common practice. The cameras’ intrinsic and relative extrinsic parameters have
to be calibrated. Since the imaging behavior of a camera in air can be well ap-
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proximated using the linear pinhole camera model of perspective projection, it
forms the foundation of most calibration algorithms. Additionally, refractive ef-
fects have to be handled in underwater environments. Underwater images have
multiple viewpoints [15], hence, calibration of cameras in underwater usage is
theoretically not possible with the pinhole camera model. Due to the fact that
the imaging model does not match the imaging conditions, it is an acknowledged
approach to account for refractive effects by modeling them explicitly. There-
fore, the pose of the refractive interface towards the cameras has to be calibrated
as well. Afterward, a physically correct tracing of light rays can be utilized for
3D-reconstruction.

The parameters representing the pose of the refractive interface will be re-
ferred to as refractive parameters. These parameters comprise the orientation
between a camera’s optical axis and a refractive interface’s normal (retrieval will
be referred to as axis determination), as well as the distance of the camera’s
center of projection along this normal (retrieval will be referred to as distance
determination).

In the following, some concepts will be presented on how to perform stereo
3D-reconstruction underwater, ranging from system calibration to evaluation of
gained results. Most of the concepts are based on earlier works of the author on
virtual object points - proposed to be actually seen by the cameras - in under-
water imaging [2]. A model can be utilized to relate the location of these virtual
object points non-ambiguously to the real object points. The main contributions
of this work are to show

– that axis determination in system calibration can be performed in-
dependently of knowing refractive indices of the participating media
as well as interface thickness.

– that 3D-reconstruction can be done by utilizing virtual object points
and can be simultaneously used as a constraint for system calibra-
tion.

– how evaluation concepts like generation of ground truth data, re-
fractive reprojection error or computation of correspondence curves
can be realized.

2 Related Work

In this section a brief overview on handling refraction in relation to camera
calibration is given. A comprehensive overview on camera models in underwater
imaging can be found in [12].

Many works are founded on the pinhole camera model alone. This means,
refractive effects are either completely ignored [5, 8, 14] or expected to be ab-
sorbed by the non-linear distortion terms [13, 10]. Further similar approaches
using in-situ calibration strategies are mentioned in [6, 11].

A second way to handle refraction is by approximation. Ferreira et al. [4]
assume only low incidence angles of light rays on the refractive surface. Lavest
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et al. [9] try to infer the underwater calibration from the in air calibration in
form of an approximation of a single focal length and radial distortion. It is also
based on the pinhole camera model.

The applicability of the pinhole model in imaging through refractive media
is said to be invalid by many authors [15, 1, 16, 7]. Since the pinhole cam-
era model cannot handle refractive effects, approaches were developed handling
these explicitly. Hence, refractive effects are modeled physically correct and are
incorporated into the camera model and calibration process. The camera model
is extended by refractive parameters.

Since this is the only way to handle refractive effects physically correct, the
proposed concepts also aim at a solution to calibrate additional refractive pa-
rameters.

3 System Design and Restrictions

The concepts to be presented are for now restricted to stereo cameras in a single
underwater housing with a flat interface. This design leads to some useful sim-
plifications, which will be explained in section 4. The cameras can be arbitrarily
oriented towards the refractive interface and each other. The stereo camera sys-
tem has to be calibrated for intrinsic and relative extrinsic camera parameters
in air and both cameras are supposed to have a constant focal length. Both cam-
eras’ non-linear distortion terms in air are supposed to be calibrated as well. It
is expected that lens distortion is not inuenced by refraction and hence can be
eliminated by standard in air distortion correction algorithms in advance. The
way of the light is characterized by a water-glass-air transition. The indices of
refraction of the involved media are expected to stay constant. The refractive
index of water is supposed to be equal to 1.33 and of air equal to 1. Further-
more, the refractive interface’s thickness and its refractive index are known as
well, since they can be usually determined manually.

4 Calibration and 3D-Reconstruction

The calibration of the underwater stereo camera system is performed in two
phases. The first phase is the determination of all the described parameters in
the previous section 3 in a pre-process. This is done in air. The second phase
comprises the determination of the refractive parameters. These parameters are
illustrated in Fig. 1. During the so called axis determination the orientation be-
tween the left camera’s optical axis and the interface’s normal is computed. This
can be parametrized in 3D space by spherical coordinates. Afterward, the last
refractive parameter is computed during the so called distance determination.
It is the distance between the center of projection of the left camera and the
water-sided interface border along the determined axis.

In the following, concepts for this refractive calibration for the earlier speci-
fied setup will be presented.
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Fig. 1. Simplified illustration of the left camera with a center of projection Pl. A
ray arriving in pixel Il is refracted twice at the interface between water and air. The
interface is parametrized by the angle α between the camera’s optical axis and the
interface’s normal and the distance d along this normal.

4.1 Independence of Axis Determination

The specified setup of a stereo camera and a single flat refractive interface leads
to some useful simplifications. As is known from physics, refraction always hap-
pens in a plane - the so called plane of refraction. A single plane of refraction
is spanned by two vectors. The first is the image ray from a pixel through the
center of projection and the second is the refractive interface’s normal.

Hence, we get two planes of refraction for a corresponding pixel pair in a
stereo camera system. Since we have a single refractive interface, both, the left
plane of refraction as well as the right plane of refraction are spanned by the
same interface normal and the corresponding image ray (see Fig. 2). This leads
to the fact, that both planes of refraction have to intersect in a line with the same
direction as the interface’s normal, as long as both planes are not parallel. Since
the planes of refraction can be determined without knowing the entire way of
the light through all participating media, the axis determination is independent
of the values of the refractive indices, the interface’s thickness and the distance
to the interface.

Axis determination can be performed, for example, by deriving some con-
straints with the aid of known calibration targets like in [3]. An error metric is
minimized followed by a second minimization for distance determination based
on the resulting axis. This means, if the resulting axis is erroneous, the resulting
distance will incorporate this error. Another way is to do a two-dimensional
search over the possible spherical coordinate space for the axis. Hence, one
minimization process can be replaced due to the independence of axis deter-
mination. In the following, a concept will be proposed on how to perform axis-
and distance determination simultaneously by connecting such a search and 3D-
reconstruction.
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Fig. 2. Rear view of the stereo camera system in 3D. The image rays (green lines) of a
corresponding pixel pair Il and Ir together with the refractive interface’s normal (blue
line) span the two planes of refraction (orange planes). Both planes intersect in a line
which has the same direction as the interface’s normal.

4.2 3D-Reconstruction as a Constraint

Suppose, we already know the true axis. This enables us to compute the planes
of refraction for every corresponding pixel pair, as well as the corresponding line
of intersection of both these planes. The real object point has to lie on this line.
The non-refracted left and right image ray (extended into water - see solid lines
in Fig. 3 right) also have to intersect this line. These intersection points are
called virtual object points in the following, since they are proposed to be seen
virtually by the cameras. The left and right virtual object points only coincide
if the incidence angles of the non-refracted rays are equal. On the contrary, the
left and right refracted rays always coincide in the real object point (see dashed
lines in Fig. 3 right). Hence, the resulting left and right virtual point as well as
the real object point lie on the line of intersection (see Fig. 2 & Fig. 3 right). The
overall closest virtual point gives us a maximal distance at where the refractive
interface can be placed. If the interface is placed at the true distance d, tracing
a pair of corresponding rays by explicitly considering refraction until both of
them meet the line of intersection should result in a single real point (see Fig. 3
right). The final placement of the interface is done by minimizing the difference
between the left and right real point for all corresponding rays (compare [3]).

In this way, the distance to the interface can be determined simultaneously
with 3D-reconstruction of the corresponding pixel pairs. There is no need for
a known calibration target. The 3D-reconstruction forms the constraint for the
error metric. In combination with the above proposed two-dimensional search
over the possible spherical coordinate space for the axis and by finding the overall
minimal error value, the refractive calibration can be fulfilled.

75



Fig. 3. 3D-reconstruction as a constraint for refractive calibration. Left: Initial condi-
tions for a given axis (dashed blue line). Middle: Wrong placement of the interface at
distance d. Right: Correct placement of the refractive interface results in a single real
point.

5 Evaluation Concepts

After the calibration of the refractive parameters, a physically correct tracing
of the rays can be done resulting in a 3D-reconstruction with explicit consid-
eration of refraction. The calibration as well as the 3D-reconstruction should
be evaluated. In-air algorithms use the reprojection error for this purpose. The
reconstructed 3D points are projected perspectively onto the image and are com-
pared to the corresponding pixels. The distance between projected and detected
pixels forms the error metric. Since perspective projection is invalid underwater
due to refraction, the reprojection error has to be modified.

5.1 Refractive Reprojection Error

The projection of underwater 3D points onto the image requires solving a poly-
nomial of 4th degree for a single refraction and of 12th degree for two refractions
[1] (water-glass-air). The proposed concept is to determine a virtual object point
V - non-ambiguously related to the 3D point O - that can be projected perspec-
tively (see Fig. 4). The relation between the location of the virtual and the real
object point was described in previous works [3]. Utilizing this relation, one can
determine V by simple bisection. The following perspective projection is straight-
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forward. This refractive reprojection error is an efficient means for evaluation of
reconstructed 3D points.

Fig. 4. Refractive reprojection for a calibrated system. 3D point O is related to a
virtual object point V that can be projected perspectively onto the image.

5.2 Computation of Correspondence Lines

Another means for evaluation of reconstructed 3D points are correspondence
lines. The computation of correspondence lines in underwater computer vision
is supposed to correspond to the computation of epipolar lines with the aid
of epipolar geometry in air. Since perspective projection is invalid underwater,
epipolar geometry is as well. Epipolar geometry is used to reduce the search
space for a corresponding pixel in the second view to a single straight line.
These lines are curves underwater due to refractive effects. The correspondence
lines can be computed in a similar way as the refractive reconstruction error in
the last section. Therefore, a ray in water that belongs to the pixel for which the
correspondence is searched for, is sampled into a specific number of 3D points.
The points start at the water-sided interface border and end at a user-defined
distance.

Besides the application for reduction of the search space for correspondences,
the so computed correspondence lines can be used as a visual cue for evaluation
of the refractive calibration. An example can be seen in Fig. 5. If the calibration
is correct, the correspondence line for a chosen pixel should hit the same feature
point in the second view.
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Fig. 5. Comparison of epipolar line computation after image rectification (top row) and
computation of a correspondence line (bottom row) for a selected pixel for simulated
image data. As can be seen, the epipolar line wold clearly miss by several pixels.

5.3 Generation of Ground Truth Data

The last proposal for evaluation is simply the generation of ground truth data.
As can be seen in Fig. 6, a solid frame was built around a fish tank. Profile rails
were used to fix a checker pattern target and a stereo camera system rigidly.
Two GoPro Hero 3 Black cameras were used. The intrinsic and relative extrinsic
parameters were calibrated in air. The whole frame can be lowered into the water.
Hence, a 3D point cloud can be computed in air with conventional reconstruction
algorithms. This point cloud in the stereo camera’s coordinate system serves as
ground truth data. It can be directly compared with the reconstructed 3D points
underwater.

6 Conclusion and Future Work

The proposed concepts a preliminary works that are currently tested and im-
proved. They mostly build upon basic findings from previous works of the author
[3]. Handling refractive effects correctly in underwater computer vision tasks like
system calibration and 3D-reconstruction is a major challenge. The concepts are
supposed to lead to a solution for calibration of a stereo camera system with
a flat refractive interface in underwater usage. The refractive calibration can
be done without the need of a known calibration target. Simultaneously, the
capability of 3D-reconstruction was presented. Combining the independence of
axis determination of refractive calibration with the proposed 3D-reconstruction
constraint seems to be a promising concept for calibration.

78



Fig. 6. Generation of ground truth data. A checker target that is fixed to the stereo
camera system can be lowered into water.

Evaluation of the refractive calibration is naturally a difficult task, since most
of the times it can be measured physically. The presented evaluation concepts
like generation of ground truth data, refractive reprojection error or computation
of correspondence lines are means to check the quality of the computations, both
visually and computationally.
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Abstract. Ocean engineering has a strong need for clear and high quality un-

derwater images. Capturing a clear scene underwater is not a trivial task since

color cast and scattering caused by light attenuation and absorption are common.

The poor quality hinders the automatic segmentation or analysis of the images. In

this work, an image restoration based on compressive sensing is reported which

tackles with blurring caused by light scattering and provides better structural de-

tails. Furthermore, the effects of different dictionaries on the quality of restoration

is studied. The aim is to use a single degraded underwater image and improve

the image quality without any prior knowledge about the scene such as depth,

camera-scene distance or water quality.

Key words: Underwater image restoration, Compressive sensing

1 Introduction

Digital imaging and image processing have been established in a wide range of

challenging topics, in surveillance tasks, industrial quality assurance, inspection appli-

cations and exploration. Autonomous Underwater Vehicles (AUV) and Remotely Op-

erated Vehicles (ROV) are usually employed to explore the deep sea. These robots can

reach to the depths where divers cannot operate safely and effectively.

Imaging systems underwater, give poor visibility results. This is due to the light

interaction with water and its inherent particles. Light attenuation is an exponential

function as it travels in water, and results in a poor contrasted and hazy scene. Visibility

in this medium is limited by the light attenuation at distance about twenty meters in clear

water and five meters or less in turbid water. The overall performance of underwater

imaging system is influenced by the absorption and scattering which are the reasons of

light attenuation. Forward scattering is the light which is deviated from its way from

the object to the camera and generally leads to blur of the image features. On the other

hand, backscattering which is a fraction of light that is reflected back to the camera by

water or floating particles before it even reaches to the object, and generally limits the

contrast of the images, generating a characteristic veil that superimposes itself on the

image and hides the scene.

Furthermore, the amount of light reduces by traveling deeper into water, and col-

ors drop off depending on their wavelengths. According to the selective absorption of

water, colors with longer wavelength are much easier to be absorbed, so red light will

be absorbed before colors with shorter wavelengths such as the blue and green. On the
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other hand, based on Rayleigh scattering theory, scattering intensity is inversely pro-

portional to the fourth power of wavelength, so that shorter wavelengths of violet and

blue light will scatter much more than the longer wavelengths of yellow and especially

red light. As a conclusion, water absorbs the longer wavelength of red and scatters the

blue and violet when visible light disseminates in it. Absorption and scattering effects

are not only due to the water itself but also due to the components such as a dissolved

organic matter so-called marine snow. Although, the visibility range can be increased

with artificial illumination of light on the object, but it produces non-uniform of light

on the surface of the object and producing a bright spot in the center of the image with

poorly illuminated area surrounding it. So, underwater images suffer from limited range

of visibility, low contrast, non-uniform lighting, blurring, bright artifacts, color dimin-

ished and noise. (The reader is referred to [1] for more on scattering and absorption).

A possible approach to deal with mentioned challenges is to consider the image

transmission in water as a linear system [2] and recover the image using some prior-

ity knowledge. Image restoration aims to recover the original image X(i, j) from the

degraded image Y (i, j) using a model of the degradation and of the original image for-

mation; it is essentially an inverse problem.

Several techniques have been proposed to handle the restoration of underwater im-

ages from different perspectives. E. Truco et.al [3], considered the forward scattered

component of light as the main reason of degradation and proposed a self tuning restora-

tion filter using a simplified version of the well-known Jaffe-McGlamery image forma-

tion [4] [1] by eliminating the backward scattered component. X. Wu and H. Li [5],

followed the same fundamental but considered that water made of lots of layers which

scatter the same amount of light to take into consideration the relationship between the

components of the light that enters into the camera. On the other hand, some methods

considered the backward scattered component as the main problem and using statistical

approaches, attempted to recover the clear image from hazy version[6][7][8]. For this,

using dark channel prior, the depth map of each image is estimated. Once the depth

map is calculated, the foreground and background is segmented, then the presence of

artificial light is determined and finally, the haze phenomenon will be corrected by con-

sidering the effect of artificial light.

In this work, we use a learning based algorithm based on compressive sensing which

is proposed [9], in order to recover the blur free underwater image using the simplified

image formation of Jaffe-McGlamery presented at [5]. The main goal is to do a study

about the results of this method using dictionaries learned by two different image data

sets and also two different degradation models in order to find the best combination. We

used two image sets, including underwater images and in air images and as degradation

model we applied Gaussian blur and blur model proposed at [5].

The rest of this report is structured as follows, first some preliminaries are given

in two subsection: compressive sensing and underwater degradation model. In section

3, the approach is explained in details. Simulation results and the study discussion are

reported at section 4 and then at last conclusion is placed.
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2 preliminaries

Before further proceeding, we will give some preliminaries which are needed to proceed

to the algorithm.

2.1 Compressive Sensing

Compressive sensing (CS) has received considerable attention in different fields such as

computer science, electrical engineering and mathematics. It suggests that it is possible

to surpass the traditional limits of sampling theory. The fundamental of CS is built based

on sparse representation of a signal which says a signal can be represented with only

a few non-zero coefficients in a suitable domain if the signal is sparse in that domain.

Using nonlinear optimization, the recovery of such a signal from very few measurement

is possible.

CS enables a potentially large reduction in the sampling and computation costs for

sensing signals that have a sparse or compressible representation. While the Nyquist-

Shannon sampling theorem states that a certain minimum number of sampling is re-

quired in order to perfectly capture an arbitrary bandlimited signal, when the signal is

sparse in a known basis we can vastly reduce the number of measurements that need to

be stored. The basic idea of CS is that rather than first sampling at a high rate and then

compressing the sampled data, we would like to find ways to directly sense the data in

a compressed form, (at a lower sampling rate).

This field grew out of the work of Candes, Remberg and Tao and of Donoho

who showed that a finite dimensional signal having a sparse or compressible rep-

resentation can be recovered from a small set of linear, nonadaptive measurements

[10][11][12][13].

2.2 Underwater degradation Model

The Jaffe-McGlamery [4][1] underwater imaging model, shows a complete and com-

prehensive statement of light interaction with water and the corresponding components

of light which enters into the camera. McGlamery stated that the total irradiance en-

ters into the camera is the line superposition of the three components, direct, forward

scattered and backward scattered.

E(i, j) = Ed(i, j)+E f s(i, j)+Ebs(i, j) (1)

Since the aim is to recover the blurry images and it caused by forward scattered compo-

nent, therefore, the backward scattered component which has no information about the

scene can be ignored and only the relation between the direct component and forward

scattered one is considered.

E(i, j) = Ed(i, j)+E f s(i, j) (2)

where

E f s(i, j) = Ed(i, j)∗g(i, j/R,G,c,B) (3)
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and

Ed(i, j) = e−cREd(i, j,0) (4)

where G and B are empirical coefficients, c is the attenuation coefficient and R is

the scene-camera distance. Thus, the formation of g(i, j/R,G,c,B) is the key to restore

the clear underwater image.

In frequency domain we have:

E( f ) = S( f )Ed( f ) (5)

Because of sea water complexity, it is not trivial to come up with an accurate model.

The most authoritative model is proposed by Jaffe [4] as the following:

S( f ) = (e−GR − e−cR)e−Bz f + e−cR (6)

After some simplifications and optimization proposed at [5], the final degradation model

which represent the blurriness caused by forward scattered component is obtained as:

E( f ) = (1+ k
1− e−b f

f
)Ed( f ) (7)

where E( f ) represents the spatial form of blurry image, and Ed( f ) states for spatial

form of direct component which represent the clear underwater image.

3 Image Restoration

In the problem of restoration, we are given a degraded image Y and asked to recover

the original image X using a prior knowledge such as degradation model. In this report,

we are going to make a study about the recovery of blurry underwater images using a

learning based algorithm proposed at [9], which is based on compressive sensing theory.

The fundamental of the algorithm will be explained first and then the results of study

will be discussed.

The method has two stages, first a pair of dictionaries is learned. Dictionaries are

linked to each other by the degradation function and have corresponding atoms. Then

using the dictionaries together with sparse representation theory, the sparse coefficients

are calculated and afterwards, the clear image is recovered using the same sparse coef-

ficients and the dictionary of clear images.

To be more precise, consider degraded underwater image Y which is blurred version

of desired clear image . And assume that there is an over-complete dictionary Dh ∈
Rn×k of k bases which is a large matrix learned using high quality and clear image

patches. Then the vectorized patches of image X , x ∈ Rn can be sparsely represented

over dictionary Dh. So the high quality and clear patch x can be represented as x=Dhα0

where α0 ∈ Rn is a vector with very few nonzero elements (� k). The relationship

between a high quality and clear image patch x and its degraded counterpart y can be

expressed as:
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y = Lx = LDhα0 (8)

Note that L represents the blurring model. Substituting the representation for the high

quality and clear patch x into (Eq. 8) and noting that Dl = LDh, one gets:

y = LDhα0 = Dlα0 (9)

Equation (9) implies that the degraded image patch y will also have the same sparse rep-

resentation coefficients α0. Now given the degraded image patches, one can obtain the

representation coefficients using a vector selection such as OMP[14]. After obtaining

the sparse coefficients, one can reconstruct the high resolution patch x.

x = Dhα0 (10)

The sparse representation problem (vector selection) has the formulation as an opti-

mization problem which results in finding the sparse coefficient α using dictionary Dl .

For obtaining the sparse representation coefficients for the degraded image patch y, one

solves the following optimization problem:

min
α0

‖y−Dlα0‖2 s.t. ‖α0‖0 < T (11)

where T is a threshold which is used to control the sparseness of the representation.

The l0 norm is used to identify the number of nonzero elements of the vector α0. The

level of sparsity can vary depending on the complexity of test signal, higher sparsity

can give more accurate representation. An error based formulation of the vector selec-

tion problem can also be employed. In order to represent the signal of interest, a suit-

able dictionary and a sparse linear combination of the dictionary atoms is needed. The

sparse representation problem subject to find the most proper selection of those linear

combination vectors from an over-complete dictionary Dl . To find such a representa-

tion different pursuit algorithms can be used such as OMP[14] and the over-complete

dictionary can be formed using K-SVD[15].

3.1 K-SVD approach

As it was mentioned previously, an over complete dictionary together with the sparse

coefficients are needed to represent a signal. The joint dictionary learning and sparse

representation of a signal can be defined by the following optimization problem:

min
D,α

‖X −DQ‖2
F s.t. ∀i,‖αi‖0 < T (12)

Consider a set of over-complete basis vector f , and an initial dictionary which is

formed by choosing its elements from the set randomly, D. In order to find the sparse

coefficients of such a set over the dictionary, once the dictionary is assumed to be fixed

and then the sparse coefficients are calculated using OMP by solving following opti-

mization problem for each and every input signal

85



‖yi −Dαi‖2
2 s.t. min

αi
‖αi‖0 i = 1,2, ...,N (13)

Since the K-SVD algorithm attempts to update dictionary by replacing one atom at a

time to reduce the error in representation, thus in every iteration, the dictionary and

effective sparse coefficient vectors are considered to be fixed and just one atom in the

dictionary is questioned to be replaced and the corresponding sparse coefficient is cal-

culated.

3.2 Orthogonal Matching Pursuit (OMP)

As it was mentioned before, finding an exact sparse representation of a signal is not

easily achievable. As the result, many researchers have aimed to find the best approx-

imate solution. Among all the methods Orthogonal Matching Pursuit (OMP) has been

the main choice. OMP is a simple method which, enjoys fast running time. Given a dic-

tionary, OMP as a greedy algorithm, aims to find sparse representation of the signals of

interest over that dictionary. It is an iteratively algorithm which updates the basis vector

in every iteration and as the result reduces the error in the representation. According to

this scheme, the dictionary atoms with the largest absolute projection on the error vector

are selected. This results into selection of atoms which contain maximum information

and consequently reduce the error in the reconstruction.

4 Simulation Results

In order to evaluate the method, we used several underwater images which, were taken

in different seas and unknown depths and try to recover the blur free images. Some

of the test images are the same as those used in [9]. For this purpose, we learned four

different pairs of dictionaries. We used two training sets, one contains in air images

and the second one, underwater (UW) images. Then using two possible blur models,

Gaussian blur and UW blur model explained above, four possible pair of dictionaries

are trained. Once we have all dictionaries, the quality of restored images are studied over

some test images which are independent from training data sets. Qualitative comparison

is provided to evaluate the results. We did not provide any quantitative comparison such

as SNR, since the ground truth data are not available.

As it can be seen in both Fig. 1 and Fig. 2, the reconstructed images using the

both training sets where Gaussian blur is used as the degradation model, show almost

the same quality (almost identical). Both provide good quality at recovering blur free

and detail enhanced images. Experimental results show that, we can achieve better re-

construction if the degradation model is designed specially for underwater situation.

Training dictionaries using the UW blur give results with sharper edges and better con-

trast while the details are more enhanced (Fig.3). But this does not apply for results of

the dictionaries with in air training set. Fig. 4, shows that clearly by the artifacts, and

overcompensation which gives an unnatural appearance to the image.
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(a) Original Image.

(b) In air image data set and Gaussian blur (c) UW image data set and Gaussian blur

(d) In air image data set and UW blur (e) UW image data set and UW blur

Fig. 1: Comparison of the results using different dictionaries and degradation models.

Original image is Courtesy of C. Ancuti et al. [16]

5 Conclusion

In this paper, we reported an underwater image restoration method based on compres-

sive sensing and further, studied the effects of different dictionaries in the final result.

87



(a) Original Image

(b) In air image data set and Gaussian blur (c) UW image data set and Gaussian blur

(d) In air image data set and UW blur (e) UW image data set and UW blur

Fig. 2: Comparison of the results using different dictionaries and degradation models.

Based on experimental results, we can recover a blurry underwater image without any

knowledge about the depth or camera-scene distance while the local contrast is en-

hanced and better structural details are provided. The study illustrates that, when we

learn dictionaries using UW image data set which have similar statistical nature as in-
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(a) Original Image (b) In air image data set and Gaussian

blur

(c) UW image data set and Gaussian

blur

(d) UW image data set and UW blur

Fig. 3: Zoom-in view of the results

(a) (b)

Fig. 4: Zoom-in view of results by in air data set and UW blur model.

put and specific blur model caused by forward scattered light, the best reconstruction

can be achieved while UW images keep their natural appearance.
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Abstract. The low-level task of foreground-background segregation is an im-

portant foundation for many high-level computer vision tasks and has been in-

tensively researched in the past. Nonetheless, unregulated environments usually

impose challenging problems, especially the difficult and often neglected under-

water environment. There, among others, the edges are blurred, the contrast is

impaired and the colors attenuated. Our approach to this problem uses an efficient

Background Subtraction algorithm and evaluates it in combination with different

spatial models.

Key words: Background Subtraction, Gaussian Switch Model, Markov Random

Fields, Belief Propagation, NCut

1 Introduction

Nowadays Computer Vision Systems are used in various fields of applications such as

automation, surveillance, human assistance or inspection. Background Subtraction has

been used for many years for Computer Vision problems but is still a very valuable

source for low level information. It can recognize almost arbitrary objects in any scene,

as long as they are in motion. This information can later be reprocessed in different

high-level vision tasks.

In order to gather information about the objects of interest in a specific scene, the

background of this scene has to be modeled. The task of creating and sustaining an

adequate background model is not trivial and associated with many difficulties like

changes in the lightning conditions, slightly moving background objects or shadows. A

large number of different approaches have been developed to tackle these requirements

and create an adequate background model even under harsh conditions. Some use Sub-

space Learning Models like LDA [1], INMF [2] or PCA [3] to model the background.

Other renowned methods adopted techniques like Kalman Filters [4], SVMs [5] or His-

tograms [6] to background modeling in the hope that they could better cope with these

problems.

However, the most promising and common method at the moment is a statistical

approach where each background pixel is modeled as a Gaussian Distribution. This

approach is justified by the fact that the intensity of a pixel in a completely static scene

will vary over time according to a Normal distritution N (μ,σ2) due to the inevitable
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measurement errors inherent in every camera system. A threshold per pixel and channel

can be easily derived from the mean and variances of these distributions to distinguish

between foreground and background.

There exist some approaches which use just one Normal Distribution per pixel [7],

algorithms which use a Mixture of Gaussians [8, 9] or Gaussian-Kernel based methods

[10] to model the background. Methods which use a Mixture of Gaussians (MoG) pro-

duce in most cases better results than the Single Gaussian (SG) algorithms, because they

can model difficult situations (like a swaying tree) better if they are correctly adjusted.

Nevertheless, they have a higher memory usage and more parameters which need to be

carefully tuned.

A common disadvantage of all Background Subtraction approaches is the missing

incorporation of spatial information about the scenes in the model. Natural images are

assumed to be very smooth because they usually depict real objects like trees,animals or

buildings. This assumption can be used to improve the segmentation which was derived

from the Background Subtraction. An example of this is [11], where a simple method

is used which erases all connected areas containing less than a certain amount of fore-

ground (or background) pixels. A more sophisticated approach is applied in [12] where

a Conditional Random Field models the neighbourhood relations of the pixels. Graph

Cuts are used in [13] and in [14] the spatial information is represented in a tensor to

whom a Subspace Learning algorithm is applied. The usage of a tensor ensures that all

dimensions are treated equally.

We implemented two different spatial models to test both on underwater videos.

The first method is based on the popular Normalized Cut (NCut) approach which has

been used intensively for single image segmentation [15, 16]. Nonetheless, it has never

been applied on videos because of some inherent characteristics which make the NCut

unsuitable for videos (see section 2.2) and the high computational costs which forbid

any real time application. The first problem can be adressed with a reformulation of the

NCut, which adopts it to some video specific requirements. The second problem can be

solved by the usage of a simple and fast local optimization algorithm which lowers the

computational cost significantly.

The second approach uses Markov Random Fields to represent the spatial relation

in the image. This model consists of an undirected graph which is underlaid with a

probability map. The probabilites for each pixel are deduced from the Background Sub-

traction. Nonetheless, the most important model parameter is the neighborhood system,

which is a generalized Moore Neighborhood in our case. These large neighborhood sys-

tems can model the natural smoothness in images better than the simple 4-connected

Neighborhoods normally used.

All of these approaches have been optimized for air images and have not been eval-

uated on the more difficult underwater images[17, 18, 8, 16]. In the results section we

used different self-made underwater videos to compare the two approaches for spatial

modeling. Although Markov Random Fields fall behind in accuracy on air images, the

same method wins clearly on the difficult underwater images. This result suggest that

more special analysis should be made for underwater images and that maybe special

algorithms are required for the same task there.
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2 Our Approach

In the first part of this section we will explain the Background modeling with the Gaus-

sian Switch Model (GSM) and Background Subtraction with a voting algorithm[19].

The second part describes the N2Cut [20] as a new spatial model for video segmentation

and in the last segment a Markov Random Field combined with a Belief Propagation

algorithm is introduced as another spatial model. Both of them will be evaluated on

underwater images in the results section.

2.1 The Gaussian Switch Model

As justified previously, Gaussian distributions are used to model the colour values of

each pixel. The most obvious approach would be a batch method where the n last pic-

tures are saved and then for each pixel and channel the best fitting normal distribution

is calculated for the given data. However, this is extremely resource demanding, where-

fore we use running gaussians instead. This method just updates the old Gaussians with

the values from the newest frame and does not compute the distributions over the n last

data points from scratch every time. Thereby, the algorithm gives the new pixel val-

ues automatically a higher weight than old values and thus even improves the results

in comparison to the batch method because the newer samples usually carry more in-

formation about the current background. To be exact: for every Gaussian, the mean μ
and variance σ2 have to be computed. The mean is initiated with the pixel value taken

from the first frame of the video stream and the variance is set to a predefined value.

Afterwards, they are updated in the following way

μt+1 = α μt +(1−α) vt , (1)

(σt+1)2 = α σt +(1−α)(μt − vt)2. (2)

The variable α is the update rate and vt is the pixel value taken from the t-th frame. With

these formulas, the Gaussian distribution of a background pixel can be approximated

very efficiently.

Nevertheless, one problem is that the model becomes erroneously when a fore-

ground object is visible because it starts to model the foreground object and not the

background. To cope with this problem another Gaussian is introduced, the Background

Gaussian N (μbg,(σbg)2), which is updated after the segmentation process and only if

the corresponding pixel is classified as background. This results in a more stable back-

ground model as the corruptions from foreground objects are minimized. Nonetheless,

there is an inherent problem with this because the model now only accepts values which

agree with the current model and acts like a self fullfilling prophecy. One issue are

foreground objects already visible in the first frame. At the beginning the model will

assume them as background and afterwards will never include the real background into

the model because the real background will be classified as foreground. Foreground ob-

jects that become background, e.g. a car that parks, will also never get included into the

background model for the same reasons. To eliminate these errors a second Gaussian,

the Overall Gaussian N (μog,(σog)2), is introduced, which will be updated with every

new frame.
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If a foreground object was visible but immoble for a long period of time, it should

be included into the background. Such events result in an Overall Gaussian with a small

variance and a mean which is different from the Background Gaussian mean. If such

an incident is detected, the Background Gaussian is set to the values of the Overall

Gaussian, so that the Object gets included into the background model. This model is

applied to every pixel and every channel seperately and later a voting algorithm is used

to unify the results and get a definite label for each pixel.

To make the best use of the color information, a special color space is used, which

normalises the different intensities in respect to the illumination [14]. Let R, G and B
be the given values for a single pixel in the standard RGB color space, then these will

be transformed into the three new image channels

I = R+B+G,

R̃ = R/I,

B̃ = B/I.

Afterwards the intensity I is scaled to the range [0,1]. The color information stored

in R̃ and B̃ are normalised with the intensity and will thus not be altered by small or

medium changes in the lightning conditions. This can be used to prevent the detection

of shadows as foreground. However, if the shadow is very strong the color information

may be completely lost in the image and this approach will fail.

At the end a thresholding is applied at each channel seperately. The statistical ap-

proach allows to get an adaptive threshold for each pixel and channel. If the variance in

the statistical background model is low (high) the noise level at the corresponding pixel

and videoframe can also be expected to be low (high). Hence, the variance can be used

as an threshold. If pR is the new value for the red-channel of a pixel, the thresholding

inequality is given by:

(pR −μbg
R )2 < max(β · (σbg

R )2,0.001). (3)

The maximum is used because the variance could approach near zero values, especially

since only matching values are included into the Background Gaussian. The parameter

β can control the range of values which are still classified as “matching the model”.

To derive a decision for a pixel as a whole a voting procedure is chosen. If equation

(3) is satisfied for at least two of the three channels, the pixel is marked as background,

otherwise as foreground. Thereby, the color information can overrule the brightness in-

formation and hence shadows should not be detected as foreground. At the end of this

process a pixelwise foreground-background segregation is derived only from the tem-

poral information of the video.

2.2 N2Cut

To incorporate spatial information into this segmentation we evaluated two different

methods. The first is based on the NCut. In this approach the image is transformed

into a graph with a von Neumann Neighborhood to evaluate the best cut. To create an
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adequate spatial model the weights of the edges in this graph have to be chosen very

carefully. We defined the weight of the edge between the nodes i and j (depicted as wi j)

by the Manhattan distance of the corresponding color values.

wi j = |ri − r j|+ |gi −g j|+ |bi −b j| (4)

The use of this quite simple metric reduces the computational complexity of building

the model. Nonetheless, the weights are accurate enough to build reliable spatial models

which produce good segmentation results.

Graphs like these have been used many times in segmentation algorithms [21]. In

most cases, an energy function is defined on the graph to evaluate a specific segmen-

tation. This transforms the image segregation problem into a well-known minimization

task. In the literature, there are different approaches for this, one example is [22], who

use the cut-value as an energy function. A more elaborated energy function is NCut.

It maximizes the association in the different regions while minimizing the cut between

them [18, 23].

Approaches using NCut usually provide better results but finding the optimal solu-

tion is an NP-hard problem [23] which makes approximative methods necessary for the

optimization step (e.g. spectral graph theory). Given a weighted graph G= (V,E,w) and

a partition A ∪̇ B =V the NCut for that partition (segmentation) is defined as follows:

Ncut(A,B) =
Cut(A,B)
Assoc(A)

+
Cut(A,B)
Assoc(B)

(5)

with the standard Cut(A,B) and Assoc(A) terminologies.

Assoc(A) = ∑
i∈A, j∈V

wi j (6)

Cut(A,B) = ∑
i∈A, j∈B

wi j (7)

This energy function is well suited for the evaluation of segmentations in single images

but not for videos. There it can occur that the scene is completely free of foreground

objects. These cases cannot be mapped by NCut as an 100% background segmentation

would result in a division by zero. Therefore, this energy function inherently works

with the false assumption that there are always foreground objects visible. Furthermore,

NCut also favors segmentations with roughly equal amounts of fore- and background. If

there is only a small amount of foreground, the corresponding association will attain a

very small value and hence one of the summands in equation 5 will become very large.

This prevents segmentations with only minor foreground or background areas.

These problems can be adressed with a modified normalized cut [20] which has no

bias for any specific amount of foreground:

N2cut(A,B) =
Cut(A,B)
nAssoc(A)

+
Cut(A,B)
nAssoc(B)

, (8)

nAssoc(A) =
Assoc(A)+1

∑i∈A, j∈V,∃ei j 1+1
. (9)
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In equation 9 the association is normalized by dividing by the number of edges con-

tributing to the association. Consequently, the new association is the average edge value

which is not dependent on the size of the set. The addition of one to the denominator and

numerator of the fraction in equation 9 prevents the divisions by zero for empty sets.

An obvious extension to this seems to be the normalisation of Cut(A) in the same way,

but this is not reasonable. It would remove the favor of cuts that are short and would

hence result in very long cuts zigzagging through the image. This would not reflect the

smoothness of natural images.

The N2Cut is based on the spatial information in one single image only. To get

meaningful segmentations the temporal information derived form the GSM Background

Subtraction have to be added. This is done by taking the GSM segmentation as a starting

point for the N2Cut optimization. Based on this a local optimization process is run and

produces the final segmentation. It is important that the optimization algorithm is only

local and may get stuck in local minima because this ensures that the basic structure

of the segmentation is derived from the temporal information (GSM) and the N2Cut

optimization only makes it spatially coherent.

2.3 Markov Random Fields

Another way to add spatial information to the GSM results are Markov Random Fields

(MRF). To achieve this the MRF described in [19] is used. It models the spatial relations

between single pixels and hence forces the segmentation to be locally coherent.

The most important part of a MRF is the neighborhood system. We use a generalized

Moore Neighborhood because it assures the homogeneity of the MRF and also can eas-

ily be changed in size. In the generalized Moore Neighborhood, the neighborhood for a

pixel is defined by a square which is centered at that pixel and which can vary in size.

The number of different combinations of neighbouring pixels (cliques) will increase

radically with the size of the square. The input data, probabilities of being background

or foreground for each pixel, is derived from the GSM Background Subtraction.

After constructing the MRF model of the spatial relations of the image, the most

likely state (segmentation) of that model has to be computed. This maximum a poste-

riori (MAP) is very difficult to compute and can only be approximated for a problem

of reasonable size. First a cost function is needed which can evaluate the different seg-

mentations based on the MRF model. This function consists of two parts, one part

measures how good the segmentation matches the GSM result. Basically, the smaller

wi, the higher is the penalty for labeling the pixel i as foreground. The second part of

that function evaluates the spatial coherence of the segmentation. As our assumption is

that natural images are smooth, neighbouring pixels should have the same label. If this

is violated, there will be a penalty to the cost function.

This cost function is then converted to a factor graph and optimized with a loopy

max-product Belief Propagation algorithm. Although this will only approximate the

MAP, it can still take a long time and requires a lot of memory to do so. This is due to the

fact that the amount of cliques increases so drastically with the size of the neighborhood.

To reduce this effect we decided to simplify the model and only take one clique size

(the largest cliques) into account. Also, the spatial component of the energy function

was kept as simple as possible to further reduce the computational load. It returns zero
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if all neighbours of the pixel have the same label and one if at least one neighbour

has a different label. These simplifications allowed us to build and optimize the MRF

model on an 1920× 1080 image in around one minute. Without them it would have

been infeasible to do so in less than a week.

3 Results

To evaluate these algorithms we tested them first on the popular but old wallflower

dataset. The results can be seen in Table 1 and show that our methods perform quite

well in air and that N2Cut clearly outperforms the Markov Random Fields there. Ad-

ditionally to the accuracy increase, the optimization of the N2Cut is also 2 orders of

magnitude faster and can be done in real time.

For the evaluation in underwater environments no data sets are freely available at

the moment. Hence, we took some underwater videos ourselves with a Go Pro Hero

3 and manually created some ground truth data for them. Two frames of these videos

and the corresponding segmentations can be seen in Fig. 1. To measure the accuracy of

these segmentations we use the F1-Score and Matthews Correlation Coefficient [24].

They are a better indicator of the quality of segmentations than the simple amount of

wrongly classified pixels (which is the standard measure for the Wallflower dataset and

was also used here for comparison reasons), especially when the amount of foreground

is very small. The reason for this is that, the weight of foreground and background

pixels changes according to the amount of foregound visible in the image.

In both pictures the N2Cut performs substantially worse than the MRF algorithm

(see Table 2). In the right image even the GSM Background Subtraction without any

spatial model is better. This behaviour is quite constant in all the underwater videos we

took, although not as strong as in these two selected examples. The reason for this is that

the MRF approach smoothes the segmenation just based on the background subtraction

result as opposed to the N2Cut which alligns the segmentation to the nearest edges in

the image. However, this allignment fails in underwater images because the blurring

impedes any clear edges. This behavior is enhanced by the often low color disparity

between fishes and the background, which enables them to hide from enemies. In the

end, instead of aligning the segmentation to the edges the N2Cut often degenerates

foreground objects to simple rectangles because there are no clear edges to which the

object can be alligned to. All in all, MRF is better suited as a spatial model in underwater

situation if real-time capability is not an issue.

4 Future Work

In the future, we want to use some underwater image enhancement algorithms (mainly

deblurring and color correction methods) on the images before the segmentation process

starts. We hope that these will allow the N2Cut to perform better and will give the same

accuracy and speed advantages in underwater circumstances as it does achieve for air

images.
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Algorithm Errors
Single Gaussian [7] 35133

Mixture of Gaussian (MoG) [8] 27053

Kernel Density Estimation [10] 26450

MoG with PSO [25] 13916

MoG in improved HLS Color Space [9] 9739

MoG with MRF [17] 3808

Gaussian Switch Model (GSM) [this paper] 9718

GSM with MRF [this paper] 7169

GSM with N2Cut [this paper] 5064

Table 1. The results of different algorithms on the Wallflower [11] data set.

GSM GSM + MRF GSM + N2cut

Left Image F1-Score: 0.990687 0.991428 0.982705

MCC: 0.852013 0.879739 0.796699

Right Image F1-Score: 0.995831 0.996647 0.996094

MCC: 0.424601 0.540039 0.43656

Table 2. The F1-Score and Matthews Correlation Coefficient for the different segmentations in

Fig. 1.
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Abstract. In this paper, different technologies and approaches to de-
sign hand gesture recognition (HGR) systems are discussed. Then an
important technique to address the main phase of such systems (e.g.
hidden Markov model for training phase) together with the advantages
and limitations of that are illustrated. Furthermore, some variants and
solutions of the model that researchers proposed to overcome these limi-
tations is stated. Finally, two different methodologies that are currently
under design and implementation, to overcome some other disadvantages
that the standard hidden Markov model is facing are discussed briefly.

Key words: Hand Gesture Recognition, Vision-Based Technology, Model-
Based (Generative) Approach, Hidden Markov Model, Language-based
Pose-Gesture Space Relation, Non-Uniform State Transition Topology

1 Introduction

Many science fiction books and movies show the controlling and commanding of
objects by a user while moving and rotating his/her hand in an empty space.
Although those media report that this takes place at the mid or end of 21 cen-
tury, the touchless technology, both as hardware and software, may arrive many
decades earlier [9]. To that end, intelligent vision-based hand gesture recognition
(HGR) system plays a crucial role and thus has gained much attention of the
research community in recent years. Such a system does not only enhance the
scientific and industrial applications, but also changes the way of life.

As an example, if one looks at the evolution of human-computer interac-
tion (HCI): text-based interfaces, keyboard, 2D graphical-based interface, mouse,
pen, touch screen multimedia-supported interface, fledged multi-participant vir-
tual environment; a 3D mid-air application [1] in which one can select, move,
copy and in general interact with objects on the screen simply by moving and
rotating one’s hand (all without touching any input device) seems to have high
potential in the future market [9].

We can categorize hand gesture recognition (HGR) technologies into two
broad classes. One class of technology to recognize hand gesture is the marker-
based approach in which the subject wears data gloves or puts on optical or
mechanical sensors. These devices are for digitizing the hand and finger motions
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into multi-parametric data. Although it is accurate, its high cost and the diffi-
culty of wearing its tools limit its applicability in many real life scenarios to a
great extent [9]. The other class of technology is vision-based approach which
provides a noninvasive, easy and natural environment. This class of solutions,
however, is still far from generic utility and many technical issues (mathemati-
cal, software and hardware) are still to be overcome [9]. Therefore, researchers
have systematically considered two broad approaches to overcome vision-based
problems: model-based approaches and appearance-based approaches.

The appearance-based approaches which can also be considered as “discrim-
inative design approaches”, use the parameters directly derived from images or
videos using a template database. In other words, as much information as pos-
sible (e.g. color, texture and motion) are extracted directly from the input (e.g.
image or the sequence of images), step-by-step. These pieces of information are
then combined into one single feature vector and compared with the parameters
of the training data (e.g. another sequence of hand gestures). They have the
advantage of being real time [9]. However, their disadvantages are: they are very
sensitive to lighting conditions and cluttered background [9], their performance
is influenced a lot by camera movements and specific user variances [7], they
have difficulties dealing with ill-poses or non-singular problems [7].

The model-based approaches which can also be considered as “generative
design approach”, use the 3D information of the key elements such as palm po-
sition and joint angles to “model” the hand skeleton (see Fig. 1). Based on this
3D kinematic hand model, one compares the input images to the possible 2D
appearance, projected from the 3D hand model, to estimate the hand parame-
ters. These approaches are ideal for realistic interactions in virtual environments.
However their disadvantages are: 1. The initial parameters for each frame have to
be close to the solution to prevent the system from being stuck at local minima,
2. They are sensitive to noises in the imaging process, 3. Inevitable self-occlusions
of the hand cannot be handled, 4. Very large image databases are required to
cover articulated deformation and different views, 5. They are computationally
expensive [7].

This paper addresses a vision-based hand gesture recognition design ap-
proach. It focuses on model-based approaches within a dynamic Bayesian net-
work (DBN) framework by acquiring hidden Markov model (HMM) techniques
[19]. Therefore, the following phases need to be considered.

Hand Gesture Recognition Pipeline

Phase 1. 3D model of the hand: The focus of this phase is to model a hand
(skeleton, mesh or both) in order to store its finger joints positional and angular
relations in the three-dimensional world and represent its different posture and
gestures configurations. Moreover, for the system to be able to compare this 3D
model with 2D image cues (e.g. input), calibration and projection data and their
correspondence matrices should be taken into account. In that way we can easily
restore the information loss when relating the 3D and 2D worlds.
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Phase 2. Hand features extraction and tracking: This phase is aimed to
detect, track and localize the palm/wrist center at the scene while it is moving
in the 2D image plane. In other words, here we only consider the 2D features
as input and output, and therefore many techniques that use appearance-based
methods (because they acquire parameters directly from the images) can be
utilized to enhance the performance.
Phase 3. Training the spatial-temporal a-priori: This phase focuses on
training the system with a set of particular gestures and their parameters ob-
tained by motion capture (MoCap) data. In other words, we provide the system
with the solutions (the training set) and teach the system, how the correspond-
ing gestures should look like. A well trained system with a sufficient number of
similar gestures will then be able to recognize these gestures whenever it receives
them as the input. Therefore, having a robust training method and a big and
diverse data set is of importance.
Phase 4. Dimensionality reduction: Since the state space of an articulated
object is high-dimensional, highly nonlinear with a large number of different
degrees of freedom (DOF), this phase focuses on extracting the similarities be-
tween deviation of each different dimensions of the data and representing the
state space in a low dimension of space to reduce time and computational com-
plexities.
Phase 5. Inference of the posterior probability of the gesture: Due to
the loss of information in the imaging process (e.g. image acquisition from 3D to
2D), hand gesture recognition is mathematically classified within the family of
ill-pose problems. Therefore the solution can only be estimated within stochastic
frameworks. The idea here is to use a data set (e.g. a test set) as input and on this
basis the most probable gesture would be returned by increasing the posterior
probability.

Fig. 1. Model-based framework

Amongst these phases, the focus of the paper lies on the training techniques
(e.g. phase 3). In that context, the most frequently used framework is the so-
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called hidden Markov model (HMM). Its advantages and limitations together
with some of the solutions proposed in the scientific community are investigated.

2 Related Work

Since Rabiner [16] applied HMM in a speech processing application for the first
time (e.g. as a form of sequential data processing), arguably, it becomes the most
suitable framework to automatically process any spatial-temporal data (e.g. hand
gestures) [19, 15, 22, 13]. In that direction, Nag et al [14] and He et al [10] who
applied the HMM techniques to vision, Yamato et al [25] who applied the HHM
to whole human action recognition and Starner et al [21] who applied the HMM
to hand gesture recognition, were among the first in their disciplines.

The main reason for this wide application of the model is its suitability to
quantize a real world configuration space into a finite number of discrete states
(see Fig. 2). In general, HMM needs an index of the current state of the system
[16]. Additionally, the state changes, which approximate the dynamics of the
system, should be described in a separate table with transitional probabilities
represented as matrices. Moreover, this representation should fit the Markov
condition which states that any information about the history of the process
needed for future inferences, must be reflected in the current state [16].

Fig. 2. Hidden Markov Model standard framework

HMM has the following advantages: a) the ability to efficiently model any
kind of data that contains spatial-temporal relations, b) having clear Bayesian
semantics, c) its three main basic problems (evaluation, decoding, training), can
be addressed by the well-known algorithms such as the forward-backward algo-
rithm [16], the Viterbi algorithm [23], the Baum-Welch algorithm [16], respec-
tively, d) it can easily be extended to spatial classifiers such as support vector
machines (SVM) and Gaussian mixture models (GMM), e) the straightforward
state space and output space relation (i.e. any changes in the hidden states,
cause systematic changes in the output distribution), g) it is applicable to many
optimization algorithms such as the annealed particle filter (APF) and genetic
algorithm (GA), f) it is extensible to other classes of classification and learning
such as the artificial neural network (ANN), g) it has high potential to apply
the structural changes to get a better result or to adopt to different application
domains and/or scenarios.
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However, HMM has many limitations too. Therefore modifications need to be
done in order to efficiently parametrize the gestures. In the following subsections,
some of these limitations and the proposed solutions are stated.

2.1 GMM-HMM: Continuous State Space

One important issue when considering HMM is the marginal state issue, and that
is when the real observation happens outside of the defined state (as a result of
the HMM-discretizing of real world configuration).

This problem can be addressed by acquiring Gaussian mixture models
(GMM) within a HMM framework. Such a configuration introduces continuity
to the observation space and enhances the HMM state space (and also enlarges
it) due to the growing knowledge of the system. [11]

2.2 Linked-HMM and Coupled-HMM: Interactive Gestures

The use of HMM is limited to a simple state space with “one” discrete hidden
variable at a time [4, 22] (e.g. a small number of states with limited state mem-
ories). This means representing two or more independent hidden variables (e.g.
two interaction hands) with standard HMM will result in a large and complex
state space (e.g. as big as the product of the sizes of each state space individu-
ally). This exponential growth in state (search) space affects the computational
complexity in training, model likelihood estimation in inference and robustness
of initialization to a great extent.

The idea here is to have two or more parallel hidden states which are inter-
nally linked to each other, and which correspond to their own observations and
outputs. In that context, linked-HMM and coupled-HMM are introduced [22]
as other extensions to HMM, which are tailored to represent the interaction of
several independent processes (e.g. hands).

To compare these techniques it is worthy to indicate that, a standard HMM
is quite sensitive to the initial values of the parameters. A linked-HMM (LHMM)
is generally more robust, depending on the structure of the gestures. A coupled-
HMM (CHMM) is least sensitive to the initial conditions and produces the high-
est likelihood [4]. Note that a LHMM is a simplification of a CHMM with sym-
metric, non-causal joint probabilities between chains.

2.3 Semi-HMM: Continuous Sequence of Gestures

An HMM is a kind of first-order Markov chain with the assumption that the
transition to the next states at time t+ 1, depends only on the state at time t.
This implies that the probability of an observation for a certain interval of time
declines exponentially with the length of the interval of the sequence [17]. This
is especially an issue with visual events (contrary to speech events), including
hand gestures, where the direction of a sub-event in the same event may vary
from being very short to very long (e.g. the time a person shakes their friend’s
hand to say goodbye before waving).
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The semi hidden Markov model (SMM) was proposed by [17] to address this
issue. A SMM in general obtains the partial solutions independently and then
recombining them in an efficient way. In other words, in a standard HMM, there
is a state transition for every input symbol, whereas a semi Markov process,
remains in a certain state for a number of time steps before transitioning into a
new state is allowed.

This feature is very important, because during this segment of time, the
system behavior is allowed to be even non Markovian, which enhances the model
to be of variable duration (longer gestures) or to be nonlinear (sequences of
continuous gestures instead of isolated atomic gestures).

To that extend, [17] introduced three types of features which are encoded
in SMM variables. These features are: 1. Relation to the boundary of each seg-
ment, 2. Content characteristics about segments and 3. Interactions between
neighboring segments. Moreover the paper suggests a combination of SMM with
the support vector machine (SVM), to enhance the performance of the system
and to test two-hand interactions.

2.4 CHnMM: Gestures with Different Speed

Another main issue with HMM is that, it is an over simplified version of real
physical systems. This is because first, an HMM does not incorporate explicit
timing or duration information (the transition from one state to another cannot
be expressed as a duration like two or three seconds), because an HMM implicitly
models the state’s duration with geometric distributions [5] (e.g. ”space”-time
relation). Second, the information on when a symbol has been created is not
considered in an HMM, (periodic symbols cannot be modeled correctly). Third,
only the Markovian systems can be modeled exactly, although these systems
rarely occur in practice.

As an elaboration, this is particularly a problem when we want to model
similar gestures with different speeds. In this case another extension of HMM,
called Conversive Hidden non-Markovian Model (CHnMM) [5], should be used
where the definition of an observation is extended to also contain the time of the
symbol emission. To that end, a tuple[Symbol, t] is defined, where t is the point
on time-axis when the symbol is observed.

2.5 VLMM: Higher Order Temporal Dependencies

Another limitation in a standard HMM is its difficulty of encoding higher order
temporal dependencies. A variable length Markov model (VLMM) is a mathe-
matical framework which can be used for modeling interactive behaviors based
on their ability to capture behavioral dependencies at variable temporal scales
[8]. In their approach VLMM has been applied to recognize whole human “body”
actions (e.g. not hand). First, a posture template selection algorithm is devel-
oped based on a modified shape context technique. Next, the selected posture
templates constitute a codebook, which is used to convert the input posture
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sequences into discrete symbol sequences for subsequent processing. Finally, the
VLMM technique is applied to learn the symbol sequences that correspond to
atomic actions.

2.6 IOHMM: Frame Rate Independence

An extension of HMM is input-output-HMM (IOHMM) [12] which is based on
a non-homogenous Markov chain emission and its transition probabilities de-
pend on Inputs. In the contrary, the HMM is based on a homogenous Markov
chain since the dynamics of the system are determined only by the transition
probabilities, which are time dependent.

Compare to an HMM which tries to “best” model the observations of a given
gesture class, the IOHMM learns to map the input sequences (the observations),
to the output sequences (the gesture class), for all observations of all gesture
classes, using a supervised discriminant learning (function of input) [12]. There-
fore, the model is capable of revealing and encoding the relevant information of
the data when it is trained or to be inferred by a system having camera(s) with
frame rates.

To end the section, we give quick review on different phases and their tech-
niques. Various techniques and their potential enhancements such as the an-
nealed particle filter (APF) [3], the Kalman filter [24], and the Monte Carlo
Markov chain (MCMC) [2] can be considered in the inference phase (phase 5).
Moreover, the principle components analysis, PCA [20], (e.g. as linear dimen-
sionality reduction) or the Gaussian process latent variable model, GPLVM [6],
(e.g. as non- linear dimensionality reduction) can be a suitable candidate for the
dimensionality reduction phase (phase 4). Furthermore, many feature extrac-
tion (image processing) techniques can be utilized to extract more informative
features from 2D input images/videos to address the issues of the second phase.

3 Methodology

In this section, two methodologies that are currently under design and imple-
mentation are briefly discussed.

3.1 Methodology A: Natural Language-Based Pose-Gesture Space
Relationship

One of the main limitation of the HMM is its imperfect modeling of multiple
isolated gestures in a meaningful relation to each other. In other words, the
standard approach for recognizing a set of gestures is to train one HMM for
each gesture. However, this is not computationally efficient since, as the number
of gestures to be recognized increases, the number of the models and therefore
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the complexity (e.g. state-space complexity and time complexity) will increase.
This is due to the fact that the relation between the number of gestures and
the space-time complexity is linear. To reduce this complexity (which causes
great technical challenges for a big gesture set), we propose a framework which
is inspired by natural language processing [19].

This framework aims to model the gesture-posture space to grammatically
relate the postures (e.g. static hand pose without any movement involved [9])
and the gestures (e.g. dynamic movement of a sequence of hand postures over
a short time span which are connected by continuous motion patterns [9]) to
each other (see Fig. 3). More specifically, first, we consider a dictionary of hand
postures and a set of gestures. Then, by defining each posture as a word and
each gesture as a sentence, we train a comprehensive grammar which reveals a
meaningful relation between them.

Grammar of a language, models repetition of a word at different positions
of various sentences. Similarly, by training and acquiring a grammar for the
postures and gestures, we introduce a comprehensive model for repetition of one
posture at different time-step of a gesture and in various gestures. This model
reduces the number of duplicated states (e.g. duplicated postures) drastically
(see Fig. 3).

Fig. 3. Methodology A: Pose gesture space relation

Therefore, within this framework, it is expected that many different gestures
can be modeled more compactly (e.g. we will have a set of words which can
be combined to each other in different ways). Moreover, it must be extensible
to different scenarios, and different number of hands in a more efficient way.
Furthermore, the spotting time which is very much dependent on the camera
frame rate, different gesture speeds, personalities and situations, must be handled
more accurately (since it can deviate more from Markovian process and converge
to a non-Markovian sequence). Additionally, geometrical corrections between
poses and similar gestures, using the geometrical correction approach proposed
by Zhang [26], would be achieved more systematically.
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3.2 Methodology B: Non-Uniform State Transition Topology

Another limitations of an HMM is the lack of systematic way to determine the
topology of the transitional matrix which defines the correct transitions between
the states. Inspired by [18], where the uniform transitions are drawn in the form
of rectangular and hexagonal networks (topology) (see Fig. 4.a and 4.b), this
methodology concerns on defining of a non-uniform network (see Fig. 4.c).

To that end, we consider each pose in a gesture as a node in a graph, and
the transition between two postures is modeled by an arc (edge), therefore, we
will have a planar graph (the length of edges changes according the value of the
transitional probability between states).

Fig. 4. a), b) uniform state transition, c) non-uniform state transition topology

Using this approach we will have a greater number of reachable previous and
next states at any current point comparing to the uniform transitional topology
in a standard HMM. Furthermore, the number of previous and next states for
each node is not necessarily constant anymore (according to Euler rule for planar
graph each vertex on average can have six surrounding triangles or poses in this
terminology), which allows more flexible behavioral modeling.

4 Conclusion

In this paper, an introduction to hand gesture recognition systems was described.
The standard HMM technique, its advantages and some of its disadvantages, as
well as different solutions researchers have proposed to overcome these weak-
nesses has been investigated. Two main methodologies that are currently under
investigation and implementation, are discussed in brief. With some hand gesture
data, both from MOCAP systems and RGB (or RGB-D) cameras, the success
of these two methodologies can be evaluated quantitatively.
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Abstract. Eye-tracking and electroencephalography (EEG) are popular 
methods to respectively evaluate visual information sampling and 
processing behavior in humans. It has been shown that the properties of visual 
stimuli and their mode of presentation can influence sampling behavior. 
However, it is less clear how information is processed after it has been 
sampled during natural eye-movement behavior. This is because EEG and 
eye-tracking tend to be performed separately given that eye- movements 
cause artifacts in the EEG. This paper provides an overview on recent 
developments that allow EEG recordings to be performed even in the presence 
of eye-movements. Modern algorithms can remove ocular artifacts in the 
EEG, enabling the use of EEG data recorded during naturalistic viewing 
conditions. In combination with EEG, electrooculography (EOG) recordings 
can be a viable alternative to conventional eye-trackers for measuring 
fixations, because EOG is recorded together with EEG and is therefore already 
synchronized. 

 
Keywords: EEG, EOG, eye-tracker, visual sampling, information pro- 
cessing 

 
 

1 Introduction 
 

Many eye-movement studies have investigated where people are looking in a 
visual scene, given their motivations. The most famous study was performed by Yarbus, 
who recorded where participants looked in a famous painting, ‘The Unexpected 
Visitor’, when required to answer different questions [1]. He noticed that the question 
influenced the pattern of fixations on the painting. For example, when the participants 
were instructed to determine the wealth of the family in the picture, they looked 
more frequently at the objects in the room, such as pictures and furniture. In 
comparison, when he asked for the ages of the people in the painting, participants 
fixated on the faces in the painting instead. While it can be inferred, eye-movement 
recordings do not directly allow the researcher to judge the relative importance of each 
fixated object with regards to the question asked. For example, were the pictures on  
the  wall  more  important  than   the dining table in determining affluence? Were the 
two objects equally processed by the brain? 
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Comparably few studies have analyzed eye-movements in conjunction with cortical 

activity. Therefore, not much is known about cortical processes that are elicited in 
conditions that allow for natural eye-movement behavior. In recent  years, modern 
technologies have enabled researchers to study cortical processes  together with the 
eye-movements that they accompany. This presents the researchers with the 
opportunity to gain more insight into the way we seek out and process visual 
information. 

This paper aims to give an overview about recent developments on visual 
information processing research in the presence of eye-movements. We will 
particularly focus on research that addresses how visual sampling behavior and 
cortical processing of acquired information are influenced by physical properties of the 
visual scene. Henceforth, we will use information processing as an umbrella term 
for target detection, object recognition, stimuli discrimination and other similar 
processes that are supported by the human visual system. 

First, we will give examples of stimulus properties that can influence an observer’s 
behavior and - possibly - subsequent processing. Eye-movements (i.e. overt attention 
shifts) can be observed by eye-tracker recordings. Nonetheless,  eye-tracking data 
does not directly measure the extent to which fixated stimuli are processed. It is 
well-established that attention can be covertly shifted to an object other than the one 
that is currently fixated [2]. Second, we will present how EEG and event-related 
potentials (ERP) could allow visual information processing in the cortex to be 
measured. Third, we will discuss technical issues that arise when EEG is recorded 
in the presence of voluntary eye-movements, which are inevitable during natural 
viewing behavior. Fourth, we review recent solutions that could allow EEG/ERP to 
be unaffected by eye-movement induced artifacts. Finally, we propose an alternative 
method to record eye-movements in the presence of EEG instead of a conventional 
video-based eye-tracker. 

 
 

2 Stimuli-driven eye-movements 
 

We move our eyes to fixate and access information from different locations of the 
visual scene. Eye-movements direct the region on the retina with the highest  visual 
acuity (i.e. fovea) towards the object or region in the visual field that holds  interest for 
the observer. Thus, human observers can be expected to constantly  move their eyes 
to sample different regions in a dynamic changing visual scene, in order to access task-
relevant information. Each region (e.g., cockpit instrument)  can be considered as a 
channel of visual information with definable physical properties (e.g., updating 
frequency). This as well as the physical properties of   the visual stimuli themselves 
(e.g., contrast luminance) are known to influence eye-movement (or information 
sampling) behavior. 
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2.1 Information-driven eye-movements 

 
In a seminal study, Senders [3] demonstrated that trained observers moved their eyes 
across different instruments at a rate that corresponded to the instruments’ update 
frequencies. More interesting, the exhibited sampling rate was nearly optimal as 
defined by information-theoretic principles [4]. This means, trained observers 
fixated visual instruments at a rate that approximated their Nyquist rates. The 
Nyquist rate describes the lower bound of sampling rates that allow accurate 
reconstruction of the signal after sampling. Thus, recorded eye- movements 
showed that trained observers executed roughly the right number of fixations that 
was necessary to extract the available information, but no additional, irrelevant 
ones. 

The sampling strategies employed by the observer can also vary in accordance 
to the utility of the information presented. An ability to fluidly switch between 
strategies in order to maximize information sampling utility could be an indication 
of observer  expertise. For example,  Bellenkes et al.[5] demonstrated that expert 
pilots were able to switch between different scanning patterns in accordance to non-
stationary situational demands. They selectively sampled only those instruments 
that were crucial for performing the current flight task. In other words, they were 
efficient and did not fixate task-irrelevant instruments. In contrast, novice pilots 
who were yet to require this flexibility in eye-movement planning sampled all 
instruments with a uniform pattern. This increased the risk of missing critical events, 
which impaired their flight control performance. 

 
2.2 Covert vs overt attention shifts 

 
Overt attention shifts can be measured with eye-trackers. Conventional eye- trackers 
use cameras and image-recognition algorithms to determine the orientation of the 
eye relative to the head. Comparing the orientation with reference data from a 
calibration procedure, the object or area on a display or world environment that is 
fixated can be determined. 

It is often assumed  that fixated information is processed, since eye-movements 
are always preceded by covert attention shifts [6]. However, covert shifts can  
occur in the absence of eye-movements. It is possible to fixate a target, but 
attend to and process another target. Thus, it is possible that information is 
fixated but unattended, because the attention has covertly shifted to another 
target. 

 
 

3 EEG applications 
 

Cognitive processing and covert attention shifts can be observed via EEG recordings. 
EEG employs scalp electrodes to measure electrical activity, which can be partially 
attributed to brain activity. The recorded signals can be decomposed  into different 
frequency bands. Activity in these bands at certain locations has been associated 
with different cognitive processes. 
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For example, frontal delta (1-4 Hz) activity reflects attention to internal pro- 

cessing [7]. Changes in the gamma ( 30 Hz) band at parietooccipital sites can be 
induced by changes in visual-spatial attention [8]. Frontal theta (4-8 Hz) and 
occipital alpha (8-12 Hz) oscillations have been shown to reflect information en- 
coding and visual processing, respectively [9]. Similar to alpha, mu rhythms (8-13 
Hz) are related to sensorimotor processing. Even though mu and alpha oscillations 
share the same frequency ranges, the two rhythms can be distinguished by their 
locations and associated cognitive processes. Mu can be measured mostly in 
frontoparietal areas, whereas alpha can be measured in posterior areas [10]. 

 
3.1 Event-related potentials 

Event-related potentials, and especially the P300, are of special interest to visual 
information processing researchers. The P300 is a comparatively large, and hence 
easily detectable, positive potential that occurs approximately 350 ms after a target 
event has been detected. It has been shown that the P300 reflects attention allocation 
to the appearance of discrete events [11] and cognitive processes [12]. 

During visual scanning, the P300 can serve as a tool to study covert shifts of 
attention to different regions of interest. This is due to the following reasons. The 
P300’s amplitude is inversely proportional to the probability of the stimulus 
occurrence [13] and increases with increasing stimulus intensity. In addition, 
increasing the physical intensity of the stimulus can lead to a reduced latency of  
its generated P300 [14]. This means, rare events and task-relevant events can be 
expected to elicit an earlier and larger potential than common and irrelevant events. 
In addition, the same difference occurs between detected and missed events, 
which could be respectively treated as those that the participant paid covert 
attention to and otherwise. However, EEG is not commonly employed during visual 
scanning for the technical reasons that follow. 

 
 

4 Ocular artifacts in EEG 

The presence of eye-movements can present a problem for EEG measurements.  
This is because there is an electrical potential between the positively charged 
cornea and negatively charged retina in the eye, termed the corneo-retinal dipole,  
that contributes to the sum of measured activity in EEG electrodes, especially  
in frontal electrodes that are near the eyes [for a review, see 15]. 

Strong artifacts can be caused by saccadic eye-movements and blinks, which  
can occlude comparatively weak cortical activity that reflects information 
processing. More specifically, eye-movements re-orient the corneo-retinal dipole 
relative to the measurement electrodes, hereby distorting the measured signal. In 
addition, blinks short-circuit the cornea to the skin of the eyelids, which temporarily 
alter the strength of dipole potential. 

Besides these, smaller artifacts have also been reported, which are related to 
eye-movement planning and not information processing per se [16]. They can distort 
measured EEG signals around the onsets of saccades. 
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4.1 Methods to avoid ocular artifacts 

 
Given the above, EEG studies are typically designed to minimize eye-movements.  
A common method in EEG studies is rapid serial visual presentation. In an ex- 
ample, the words of a sentence are presented one after the other, at the point 
 where the participant is fixating, to simulate how words are sequentially processed 
during reading. This paradigm allows researchers to employ EEG to investigate the 
semantic processing of words in a sentence without requiring voluntary eye-
movements [17]. Alternatively, participants could be instructed to inhibit eye-
movements by shifting their attention to peripheral stimuli for their detection, whilst 
fixating a central cross [18]. 

Whilst effective in generating EEG data that are uncorrupted by eye-  
movement artifacts, both methods constrain natural information sampling behavior. 
More recently, methods have been introduced (see Section 5) to remove eye-
movement induced artifacts from the EEG data without distorting the EEG  
data itself. 

 
 

5 EEG artifact-correction methods 
 

Traditionally, EEG data segments that demonstrated artifacts were simply re-  
moved from further analysis. This can result in a considerable  loss  of  data.  
This has, in turn, motivated the development of signal processing algorithms  
that allow artifacts to be isolated and separated from the EEG signal, leaving 
unadulterated cortically-induced signals. 

 
5.1 Correction with subtraction 

 
The most straightforward method is to directly subtract eye-movement related 
artifacts from the EEG signal. This approach assumes that the artifacts are only 
influenced by the direction and traveled distance of the eye-movement. In their 
study, Marton et al. [19] had participants perform equal number of saccades 
towards visual targets, in opposite directions, and averaged out the antagonistic  
eye-movement related artifacts. Dias et al. [20] collected multiple matching eye- 
movements for those that were accompanied by the cortical activity of interest  
and averaged over the signals to remove random noise. This noise-free ‘mean 
saccade’ was then subtracted from the saccades in the data to remove the effects  
of eye-movements. 

Unfortunately, this subtraction method introduces a systematic error into  
the data, particularly when its main assumption does not hold. Eye-movement 
properties (e.g., latency) are influenced by the observer’s purpose for generating  
the eye-movement [21]. This means that eye-movements that were performed  
in a given context, such as during calibration, might not generalize to match 
experimentally generated eye-movements. 
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5.2 Correction with a regression model 

 
Another method is to create a regression model [e.g., 22]. First, a regression 
model is built, based on training data with controlled (i.e. predetermined by the 
experimenter) eye-movements. This model assumes that the measured EEG signal  
is a combination of the cortically-induced signals and overlying noise. Since  
noise is assumed to be mostly due to eye-movements, it is modeled as a mixture 
of the horizontal, vertical and radial dipole changes in the eyes. Changes 
 in the corneo-retinal dipole can  be  measured  by  electrodes that are placed next  
to the eyes (i.e., EOG). Subsequently, the regression model tries to fit the mea - 
sured dipole activity to the activity measured by the EEG electrodes. Once the 
mathematical model of the interaction between EEG and ocular dipole has been 
established, it can be inversed and the effects of the measured dipole shifts can  
be removed during the actual EEG recording. 

The main assumption of the regression method is the independence of EEG  
and noise as well as the independence of the three spatial dimensions of the eye 
dipole, which is mostly correct. Schlögl et al. [22] was able to show that this method 
reduces eye-movement related artifacts by 80 percent. The main drawback of this 
method is that the training data needs to be free of any cortical activity to enable the 
model to perfectly fit the influence of the eyes on the EEG  signal. 

 
5.3 Correction with ICA 

 
Many EEG studies increasingly utilize independent component analysis (ICA)  
for artifact correction. ICA can be used to decompose a multivariate signal (like  
the EEG recorded at multiple electrodes) into independent non-Gaussian sub- 
components. Similar to the regression model, ICA assumes that artifactual 
components such as blinks, saccades and muscle noise are independent from sources 
of neural activity in the brain. Therefore, it is possible to use ICA to decom- 
 pose the corrupted EEG into its contributing sources and to selectively remove 
undesired components from the signal [23]. 

The application of ICA does not require training data with special properties. 
Nonetheless, ICA works best with a EEG system with at least 64 electrodes. This is 
because ICA decomposes the data into as many underlying source components as there 
are electrodes. Thus, EEG that is recorded from only a few electrodes cannot reliably 
discriminate between sources of non-cortical and cortical activity.  

ICA was employed in a recent study that compared the old/new effect of 
visual word recognition for conditions with and without eye-movements [24]. A 
video-based eye-tracker recorded eye-movements of the reading observer and treated 
the fixation onset of the target word as the onset event of an ERP. Ocular artifacts 
were removed using ICA. This study found comparable old/new effect regardless of 
eye-movement activity. In other words, ICA was able to remove eye- movement related 
artifacts, while retaining the EEG features of interest [25]. 

In contrast to previously mentioned methods, ICA can be utilized to remove all 
types of artifacts (e.g. line noise, muscular activity, etc.) from the EEG data. 

120



 
However, this requires experienced researchers to manually inspect the temporal and 
spectral properties of the derived components and to label them accordingly. 

 
5.4 Other approaches 

Other approaches include mixtures of the previously mentioned methods. For 
example, the surrogate multiple source eye correction (MSEC) [26, 27] combines 
several aspects of the previously mentioned methods. It treats controlled eye- 
movements from each individual participant as a reference signal. It also employs  
a type of component analysis to decompose the data and, in doing so, creates a 
dipole model. Dimigen and Sommer [28] used MSEC to correct for the artifacts in 
their reading study and found typical EEG features. However, it was shown that 
MSEC has problems with removing the artifacts completely since the cortical 
signals are only approximated by a brain model [27]. 

 
 

6 EOG-based eye-tracking 

All of the above mentioned studies utilized an eye-tracker to record eye- 
movements. However, it is also possible to collect information about fixations  
by means of EOG recordings [29]. For EOG recordings, electrodes are placed 
around the eyes to measure changes in the electrical dipole created by each eye. 
Since eye-movements result in a shift of these dipoles, this induces a measurable 
change in the EOG signal. It is possible to validate fixations on a target via the  
EOG signals, for example, by means of a regression model [29]. From a technical 
perspective, both eye-tracking with a conventional eye-tracker and with EOG  
come with their own advantages and disadvantages. 

EOG can be recorded alongside the EEG with the same amplifier. This means  
that it is synchronized with the EEG and has a high sampling frequency (EEG  
is usually recorded at 250 to 1000 Hz), which can be changed easily depending  
on the researcher’s requirements. This gives EOG a better temporal resolution  
than many eye-trackers, which commonly sample at 60 Hz. Higher temporal 
resolution allows for more accurate detection of the on- and offsets of fixations. 
For this reason, EOG is often employed to monitor the fixations of participants that 
are not allowed to move their eyes during an EEG study (e.g. [18, 30]). 

EOG has been shown to achieve a spatial resolution of 2 [31]. To achieve this 
resolution, a linear mapping between EOG amplitude and orientation of the  
eye is created during a calibration procedure which is similar to the calibration 
procedure of optical eye-trackers [32]. Unlike video-based eye-trackers, EOG does  
not only record signals that are due to eye-movements. It also picks up muscular 
activity, line noise, cortical activity and blinks. As such, the EOG is inherently  
noisy and needs to be processed to improve the signal to noise ratio, e.g. by 
filtering and component analyses, as it is already common with EEG data. Since  
EOG is not widely used at present, no software is available for easy application. 
Therefore, its full potential in the combination with EEG remains unclear to 
 date. 
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7 Conclusion 

 
Studying information sampling and processing together, as they occur in everyday 
situations, requires the combined use of two different techniques. First,  
eye-tracking can be used to record overt shifts of attention, i.e. changes in eye- 
movement behavior, to sample information in the visual scene. Second, EEG 
recordings can reflect covert shifts of attention, i.e. whether the fixated stimulus is 
actually cortically processed. The combination of these techniques calls for advanced 
methods to correct for the artifacts that will arise due to eye-movements.  
The recent development of such methods enables researchers to improve our 
understanding on information retrieval and processing. 

In the future, EOG could replace optical eye-trackers, especially for EEG 
recordings. Until now, linear mappings are established between EOG amplitude  
and eye orientation. These mappings have to be calibrated elaborately and 
 repeatedly. However, unsupervised machine learning algorithms could remove  
these issues and allow for the easy application of EOG. These algorithms pro- 
vide easy and simple fixation estimation in exchange for lower spatial resolution. 
Unsupervised clustering on the EOG data reliably and automatically extracts  
the participants’ regions-of-interest and classifies fixations. Further combination  
of clustering with modern signal processing algorithms could improve spatial 
resolution while keeping the speed of unsupervised calibration procedures. 
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Abstract. It has been shown that in various fields of social life, people tend to seek 
opportunities to measure their daily activities, bodily behaviors, and health related 
parameters. These kinds of activity tracking should be accomplished comfortably, un-
obtrusively and implicitly. Tracking behavior can be important for certain user 
groups, such as the growing population of elderlies. These people have a substantially 
higher risk of falling down, as they often live alone and thus have a greater need for 
other supporting services, as emergencies quickly occur. We would like to support 
these people, while providing a comfortable emergency detection and a monitoring of 
physical activities. Moreover, we believe such tracking applications to be beneficial 
for any user group, since we can perceive the trend of quantified self: knowing about 
one’s own body characteristics, which is expressed in body movement. Simultane-
ously, we also perceive that a strong desire for a comprehensive monitoring of vital 
and health data is emerging. In this paper we describe the concept and implementation 
of the Digital Health Companion, a smart health support system that combines re-
search developments of activity, vital data, and anomaly recognition with the func-
tionality of contemporary smartwatches. The system’s health monitoring includes an 
emergency detection and allows for the prevention of health risks in the short and long 
term through the recognition of body movement patterns. 

Keywords: Health Monitoring, Activity Recognition, Emergency Support, Smart-
watch, Inertial Sensors, Quantified Self 

1 Introduction 

Latest customary smart devices are already capable to serve as a personal assistant while 
permanently collecting body parameters in an unobtrusive way. Moreover, a quantified-
self-movement emerged during the last years; people desire to analyse and evaluate them-
selves, their movements, their sportive activities, and their sleeping behavior. To date, com-
panies already provide extensive platforms to collect and save personal activity data [14]. 
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While the process of collecting abstract activity data in everyday situations is continu-
ously developing and improving, it is still a challenge to extract useful information in a 
format beneficial to end-users (e.g. doctors, patients, caretakers). Especially people in need 
of care such as elderlies, who live with a higher risk of requiring emergency support, could 
exceedingly profit from a system that is not just able to track activity data, but that is also 
able to interpret data and thus prevent emergencies and lower risks while automatically 
monitoring body functions and user activities. 

In this paper we present a concept and a prototypical implementation of a smart health 
support system that is based on customary smartwatches, which we call the Digital Health 
Companion (DHC). We combine activity, vital data, and anomaly recognition technolo-
gies with default functions of current smartwatches, such as location tracking, push mes-
saging, or phone calls, to allow for the usage of a stigma-free automatic emergency assis-
tant. We thus contribute improved activity recognition algorithms that can be implemented 
energy efficiently and user independently on customary smartwatches, while keeping the 
desired complexity and recognition accuracy. Furthermore, we address an important issue 
- permanent vital data extraction with smartwatches - that can be exploited as a feature and 
that allows for the detection of health risks. Moreover, we try to find new ways regarding 
interaction and usability with small screens that can be controlled by old and/or handicapped 
people. The DHC not only offers a smart health support to consumers, but also a solution 
for house emergency services and other aid organizations in order to efficiently support 
customers. Our prototypical implementation runs on customary smartwatch models (see in 
Fig. 1). 

 
Fig. 1. Prototype of the DHC system implemented on a Samsung Gear S Smartwatch (left) and Ac-

tivity watchface implemented on an Android Wear LG G Round (right) 
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2 Related Work 

While physical activity recognition has become an attractive field of research over the past 
years [1, 6], different body positions and a variety of sensor types have been evaluated for 
many fields of applications, including mobile scenarios. To position our paper with respect 
to the mobile scenario, we here provide a brief overview of activity recognition approaches 
via wrist-mounted sensors and smartwatches as we present general smart health support 
systems. 

2.1 Activity Recognition with Wrist-Mounted Sensors 

While the hip can be seen as the classic body position for activity recognition with weara-
bles, lately the wrist has increasingly been used in research works as well. Scientists devel-
oped watch-based prototypes while making use of built-in sensors (primarily accelerome-
ters, or directly attached sensor units at the wrist) that are able to store or stream movement 
or activity data. Those prototypes are demonstrated to be used for activity recognition tasks 
or similar approaches as a single sensor setup or being embedded into a sensor networks – 
see also Bao and Intille [2] or Maurer et al. [17]. Surveys of different activity recognition 
systems are presented by Avci et al. [1] or Lara and Labrador [15]. 

Nowadays, especially smartwatches gain much more popularity since new consumer de-
vices are being developed, which allow for a broad range of different applications, such as 
activity recognition, fall detection, sleep detection, or applications in industrial environ-
ments [4]. Besides smart bands, smartwatches can also provide a tracking of personal ac-
tivity, which usually synchronize their data with another third party device or which directly 
broadcast the gathered data on the internet. 

2.2 Smart Health Support Systems 

The research area for smart health support is broad and diversified, due to many applications 
available for inter alia handicapped people or elderly care. In the scope of Ambient Assisted 
Living (AAL), many ideas, concepts, and also implementations have been presented [9, 10].  

Various wearable health support systems can already provide an emergency detection, 
such as solutions for intelligent and automatic fall detection systems - Chen et al. [8] or 
Salomon et al. [20]. A review of different fall detection approaches has been published by 
Mubashir et al. [18]. Furthermore, Bieber et al. [3] describe a concept for an activity recog-
nition-based anomaly detection system with smartwatches, which is intended to work for 
elderly users and their family members. Lutze and Waldhör [16] depict the possibility of a 
smartwatch-based house emergency service system and highlight the capability of current 
smartwatch models. Following their statements, smartwatches already incorporate all nec-
essary functional units, such as communication services (e.g. microphone, 3G, GPS, WiFi) 
and enough relevant sensors (e.g. accelerometer, gyroscope, altitude sensor, and also vital 
sensors such as a PPG). All authors agree on the high potential of smartwatches in general, 
outline interesting concepts, and cite application experiences, but also current challenges. 
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In conclusion, the authors clearly demonstrate that smartwatches are capable of relieving 
classic house emergency services, while being unobtrusive, not stigmatizing and while 
providing a great variety of new functions [16]. 

Still, due to current hardware constrains, a reliable health support system for elderlies 
based on smartwatches is not yet available. In order to circumvent these issues and to still 
create a smartwatch-based health support system, we developed new improved activity 
recognition and anomaly detection algorithms with adaptive sampling rates. 

3 Concept and Implementation 

In this section we introduce the main concept of the DHC system and how the different 
technological parts are being implemented and how they interact with each other. Firstly, 
the single system components are being described, which mainly consist of the smartwatch 
(client side) and the server implementation. Subsequently, we outline the idea of our auto-
matic emergency and long-term anomaly detection. To allow for a quick overview of the 
envisioned system architecture, the figure 2 illustrates the interaction between all system’s 
components. 

 

 
Fig. 2. Overview of the Digital Health Companion System 
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3.1 Smartwatch 

The commercially available smartwatch can be considered as the key component of our 
system. All recognition technologies (modules) are implemented in a client app on the de-
vice, which also handles all incoming and outgoing connections and communication pro-
cesses, respectively. All recognition algorithms were developed over the last years at Fraun-
hofer IGD Rostock and are now integrated into our system. 

While there is a huge amount of customary smartwatches available, most watches de-
pendent on a secondary hub device (e.g. Android Wear smartwatches or the Apple Watch) 
for communication services, but which are not as suitable for our autarkic solution. It has 
been shown that especially handicapped people have problems using an additional device 
at the same time. An autarkic smartwatch is usually independent from  a secondary handheld 
(e.g. the Simvalley AW-420.RX, the Samsung Gear S or the upcoming Samsung Gear S 2) 
and can utilize all necessary communication possibilities, such as WiFi, GSM, and GPS 
without requiring a third party device to run. 

In order to decrease energy consumption, we established algorithms that rely on adaptive 
sample rates, as well as on dedicated features and classifier models. We also implemented 
routines to disable and enable connection settings on demand. Instead of using new sensor 
units, such as the PPG heart rate sensor, we created a new approach to extract vital data 
from a conventional inertial sensor; the accelerometer [11, 12, 13]. This information can be 
obtained in resting situations of the user, for example during sleep periods. Furthermore, 
we created new visualization schemes, which for instance allow for an activity visualization 
as an integrated watchface to highlight activity and sleep patterns directly in the back-
ground. Moreover, our app provides a clear and intuitive user experience, which is espe-
cially designed for elderly or handicapped people.  

All recognition modules are not visualized, but automatically running hidden in back-
ground. Moreover, we also developed single user screens with oversimplified one-button 
user input possibilities, to enable an easily accomplished emergency call that likewise can 
be cancelled comfortably (Fig. 1). In addition to that, we are planning to improve those user 
interfaces with the results of field studies involving many users. We believe this to provide 
a good basis for new design decisions to improve usability and user experience. Addition-
ally, in the future, we also plan to perform field studies with sleep laboratories to evaluate 
our collected smartwatch vital data against vital data from validated laboratory devices. 

The following table lists and categorizes all modules that are implemented in the app. 
Citations of the Fraunhofer technologies are also mentioned. 
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Table 1. Different modules of the smartwatch component of the DHC system 
 

Recognition Modules Communication  
Modules 

Additional Modules  

Accelerometer based ac-
tivity recognition [6] 

Manual emergency call Text to speech  

Sleep pattern recognition 
[4] 

Push notifications Energy efficient recogni-
tion routines [5] 

Vital data recognition [12] Remote phone calls Big-Data analysis 

Doffed detection [11] Location services  

Microvibration recogni-
tion [11] 

  

Fall detection [20] 
 

  

Automatic emergency call 
 

  

Anomaly detection   

3.2 Server Implementation and Handheld 

To provide a system with the desired functionality, a scalable and well-tested server side is 
being required. As seen in Fig. 2, the server consists of a database to store all relevant user 
data, which yields application interfaces to the smartwatch and handheld for upload and 
synchronizing purposes. 

The server also incorporates two web interfaces. The back office serves as the main con-
figuration, maintenance and insight service for administrators: the emergency services or 
aid organizations. The back office also has a connection to the emergency call service if 
needed. The second web interface, My Account, is intended to serve the user or his family 
members in order to provides insights in his personal user data and visualizations of activity 
patterns. This web interface is also accessible from a smartphone or tablet, while these de-
vices of course can also server as a hub device for connection capabilities if required. 

This server design allows specifically adapted options regarding user profile manage-
ment and configuration, corresponding to the user groups’ task profile. As the user’s indi-
vidual activity, vital, and health information constitute very sensitive data, best state of the 
art security standards are implemented on the server frontend and backend (e.g. OWASP). 

3.3 Automatic Emergency and Anomaly Detection 

The research domain of Anomaly Detection (AD) is widespread in multiple application do-
mains. These domains include topics such as: credit card fraud detection, network intrusion 
detection, as well as the detection of health related anomalies. As a subcategory of pattern 
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recognition, AD is closely related to data mining and machine learning approaches. The 
scarce occurrence of anomaly patterns in the data available is the biggest challenge re-
searchers face in this area. As a result of this, initial anomaly patterns are hard to train or to 
learn. The anomaly detection, incorporated in the DHC system, is based on activity data, as 
well as vital parameters, which are gathered by a smartwatch, which allows for an easier, 
permanent and more extensive gathering of (anomaly) data. Due to the fact that sensor sig-
nals can differ in signal quality, an evaluation of the vital parameters captured is crucial in 
a medical or health context. Moreover, a possible loss of sensor data has to be taken into 
account. The AD concept of the DHC is based on a signal quality evaluation unit, that rates 
the quality of sensor inputs to weight the anomaly class detected based on the sensor input 
given. We envision detection scenarios such as: cardiac anomalies, falls, and unconscious-
ness, epileptic seizures, or sleep anomalies, such as sleep apnea.  

4 Application and Distribution Potential 

 
Fig. 3. Motorola Moto 360 smartwatch with DHC watchface 

While the benefits of the DHC system as a whole are not limited to medical support or 
emergency services that supervise handicapped people, we also envision ways to directly 
commercialize it in the consumer market. In regard to this, we imagine DHC to have the 
potential to be used for several purposes such as: 

• general health monitoring of body functions (for anyone at any age, who is interested) 

• long term activity recognition and risk prevention (e.g. adults or active elderlies, who 
are interested in disease prevention and want to reveal risky physical and mental symp-
toms) 

• special guardianship purposes (e.g. by basically healthy elderlies, who perform longer 
outside activities or young adults, who want to prevent severe injuries while conducting 
extreme sportive activities). 
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We already acquired potential customers and medical partners, with whom we are evaluat-
ing all ranges of functions of DHC and validate its capabilities. In contrast to contemporary 
activity tracking systems, we expect that our technologies have the ability to be efficiently 
used as a reliable support and medical tool by the wide public. 

5 Conclusion and Future Work 

Smartwatches are seen as the next big trend in relation to the development of mobile devices 
[16]. When using newly developed algorithms, they clearly offer the possibility to not only 
serve as rudimentary activity trackers, but also to reliable recognize activities and vital data 
to enable a trustworthy health data recognition systems. Interpreting and analysing this is 
the basis for offering proper health support and risk prevention based on smartwatches 

Next to the big trend itself, a strong demand for new medical support technologies can 
be perceived. Europe experiences a demographic change; people simply live longer. Emer-
gency service companies aim to prolong their average user subscription duration and lower 
the average user age by means of more comfortable and non-stigmatic solutions. Further-
more, researchers forecast the global market of mobile health services (which was at 6 bil-
lion US dollar in 2014) to rise to 26 billion US dollar in 2017 [19]. 

A prototype of the DHC system has already been implemented and will be further im-
proved and rolled out as a product in the near future. In this respect, the core system is 
improved, existing functionality is validated for health care usage with renowned medical 
partners and additional features are added through profound research.  

 
Building on that, the team dedicated to the deployment of the DHC system is about to launch 
a spin-off company; to ensure a continuous product improvement together with our initial 
partners and to realize the full commercialization potential of this next-generation health 
monitoring system 
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Abstract. In this paper we present a brief summary of an online survey we conduct-
ed in 2014. 135 participants successfully completed this survey, whereby 46% of the 
subjects were females and 54% males. We found out, that nowadays many users fall 
back on using smartphones in order to orientate themselves in unknown environ-
ments. In terms of analog navigation methods, people still rely on street name signs 
and landmarks such as characteristic buildings. However, relying on current 
smartphone habits for navigation tasks, visual attention is usually heavily drawn, 
which can cause a reduced perception and potentially makes smartphone map navi-
gation more dangerous. 

Keywords: Pedestrian Navigation, Urban Complexity, Survey, Human-Computer 
Interaction, Smartphone Usage, User Habits. 

1 Introduction 

The goal of this study was to understand 1) the usage patterns of classical ‘analog’ and 
new ‘digital’ guidance as well as 2) the process of planning paths and routes. While land-
marks can already provide sufficient information for orientation, many users tend to use 
smartphones for getting directions. Previous studies have already investigated the 
smartphone usage in certain locations (e.g. at home, at the office) as well as the awareness 
of location-based services among smartphone users and non-smartphone users [3,4]. It has 
been found that directions as well as nearby points of interests (POI), such as shops or 
restaurants, have high recognizability and thus a great potential usage by both user groups 
[4]. Moreover, especially when involved in traffic as a car driver, devices for navigation 
became very popular. In 2013 three-quarters of car drivers used navigation devices, 
whereby every fifth device was a smartphone [2]. However, this survey aims to provide 
an insight into the target group of the pedestrian to find out everyday scenarios and com-
mon issues while navigating in public space with classical approaches and technology-
assisted approaches. 
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2 Survey 

2.1 Preface 

Survey Instruments. The frequency of use of classical concepts and orientation aids in 
comparison to the use of digital and mobile applications for pedestrian has not been inves-
tigated in any study yet. To quantify this information we designed a complex question-
naire based on three survey guidelines based on Wester et al. [9], Kirchhoff et al. [5] and 
Aschemann-Pilshofer [1]. 

Questionnaire Content. The survey included primarily dictated closed questions, which 
had to be rated on different rating scales. Additionally, the participants were also able to 
respond with qualitative feedback in corresponding text boxes. 16 carefully chosen ques-
tions cover the following areas: 
• daily locomotion

• use of classical/analog guidance
• memorizing unknown routes

• use of digital devices and digital map applications, and route planners
• behavior in unknown scenarios.

Evaluation and Statistics. To carry out the study, we used SoSci from Leiner [6]. The 
survey was online and accessible for 25 days. Within this time, the survey has been suc-
cessfully completed 135 times, whereby 46% of the participants were females and 54% 
males. 61% of all participants were younger than 30 years old, 30% between 30–49 years 
old and 9% had an age of 50 or above. 80% rated themselves as an intensive smartphone 
user. 39% of all participants stated to usually take the car, while 46% use public transpor-
tation and 15% use both transportations equally. 

2.2 Usage of Map Applications and Route Planners 

To determine the frequency of usage of digital map applications and route planners we 
asked the users how often and on which device they are using navigation services. 

Figure 1. Demonstrating the frequency of use of directions for four devices:  
Smartphone, Laptop, Tablet, Computer. 
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While more than half of the respondents use their smartphone regularly for naviga-
tion/directional tasks, smartphones are also used noticeably more often than other devices 
(see Figure 1). 

2.3 Memorizing Directions to Unknown Destinations 

The survey participants were asked about their most likely behavior when planning a 
route from home to an unknown destination. We evaluated this question by the different 
user groups (gender, main transportation, usage of smartphone and age) to identify vari-
ances (see Figure 2). 

Figure 2. Preferred methods of memorizing when planning an unknown route from home. 

Almost half of the respondents reported to possibly not memorize the planned route to the 
unknown destination. Tools such as taking notes and printing directions seem to be quite 
popular while drawing into a map is only reported to be used rather unlikely. 72% of the 
respondents reported to look up directions on the smartphone. Here, the variance seems to 
be very high because of certain user groups (intensive usage of smartphone: 87%, exten-
sive usage: 8%). 

2.4 Analog Navigation Methods 

To gain an insight on how often alternative methods for orientation are being used (see 
Figure 3), we asked the survey participants to rate the suggested alternative as either of-
ten, sometimes, seldom or never based on their subjective perception, since it is hardly 
measurable with numbers. 
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Figure 3. User tendency to alternative navigation aids. 

The most significant navigation aids are important buildings and landmarks (89%), which 
was equale to street name signs (89%). Also striking is, that the user group above 50 years 
(58%) still relies on folding maps, which does not seem to be an option for younger users 
(<30 years: 21%, 30–49 years: 34%). 

2.5 Smartphone Usage in Different User Groups 

The survey included several scenarios, in which the participant had to rate the most ap-
propriate answer on a 5-point Likert scale. In this case, we asked the respondent to imag-
ine him-/herself being on the way as a pedestrian, while getting lost and searching the way 
to a place (such as the flat of a friend). The statement to be rated was: “I will check the 
directions on my smartphone.” (see Figure 4). 

Figure 4. This figure shows the answer for different user groups. 

As the result we can observe that users with the daily locomotion by car tend to use the 
smartphone in such situations more often. The discrepancy between genders does not 
yield any noticeable differences. Also clearly to see, young users most likely tend to use 
their smartphone and older people tend to use alternatives. 
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2.6 Qualitative Feedback (Excerpt) 

Besides the quantitative rating, most questions were provided with text boxes for 
additional feedback. Especially this qualitative feedback turned out to provide us with a 
lot more valuable information, since people were already telling us about many problems 
or different solutions they find crucial when orientating and navigating in public space.  
In the following we will highlight some statements, which state problems already very 
clearly. 

Heavy visual attention on the screen. »I enter the address at home on my smartphone to 
leave on time and to follow the directions on the go.« 

High demand on memorization causes cognitive load. »I look up the directions on the 
internet [at my workstation] and take the nearby station as a starting point. I always try 
to remember the route to my final destination.« 
»I often use Google Street View. There I can see striking points, which will help me to get 
my bearings on the go.« 

Combining classical ‘analog’ and new ‘digital’ guidance. »If I did not find the street, 
I maybe would have asked another pedestrian, with having Google Maps open on the 
smartphone, for help.« 

3 Conclusion 

In this paper, we briefly presented insights in user habits when navigating in unknown 
environments. We can clearly see that smartphones not just caught up with common navi-
gation devices – instead even emerged to the mainly used device for pedestrian naviga-
tion. However, smartphone navigation usually demands heavy visual attention, which 
makes it potentially dangerous to use. We believe that alternative navigation methods, 
such as vibrotactile feedback [8], can help here in order improve navigation experience 
for pedestrians and to make it safer. This paper only presents a brief summary with a 
small number of questions we asked the study participants. Further information about this 
survey can be found in the Master’s Thesis of Anita Meier [7]. 
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Abstract. Advanced manufacturing promises an evolution of industrial
production processes by increasing flexibility and specialization of work
tasks to deal with mass customization. To maintain a high quality and
efficiency despite this increasing customization or even improve them,
intelligent assistance systems are required supporting the workers.
This paper describes how to integrate digital information in a manu-
facturing environment, where workers use assistance systems to access
task related information. To explain requirements and constraints of as-
sistance systems, a survey was conducted. Based on the results of this
survey, a conceptual approach is specified that focuses on quick and easy
access to relevant information via a tablet. To provide manufacturing
workers with relevant information, a method is presented to measure
information relevance based on an ontology. A demonstrative scenario
describes the application of the conceptual approach.

Key words: Ontology, digital annotations, context, manufacturing

1 Introduction

Widen-Wulff [29] emphasizes the importance of knowledge sharing in organiza-
tions because of their increasing complexity and growing scale of information
activities. One example concerns the advances of industrial manufacturing pro-
cesses. To cope with the increasing mass customization the former rigid product
processes are substituted by more flexible yet also more specialized processes.
To maintain an equally high quality and efficiency despite the increased flexi-
bility “information and knowledge are the firm’s strategically most important
resources today” [29]. At the same time the intellectual resources are difficult to
manage and require intelligent assistance systems that support the individuals
such as workers.

In this regard, knowledge can be defined as “information processed by indi-
viduals including ideas, facts, expertise, and judgments relevant for individual,
team, and organizational performance” [28]. Even as the importance of informa-
tion sharing is widely accepted [20, 28], motivation and communication barriers
are still a great obstacle to sharing knowledge [7]. To identify these obstacles and
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possible motivators multiple studies have been conducted [7, 12, 28] depending
on individual characteristics and situational perceptions. An important result
of these studies is that especially people who perceive significant time pressure
are less likely to share knowledge while perceived competition was not directly
related to knowledge sharing.

Traditional knowledge management tools are often provided stand-alone and
rely on the user to explicitly search for additional information due to a demand
regarding his current work task [18, 28]. That means a user who is already un-
der time pressure has to switch between different systems and perform further
tedious interactions to gain information. We aim to integrate the knowledge man-
agement fully into their daily work so the user does not have to switch between
systems to gain additional information. We propose the usage of ontology-based
annotations as an intuitive way to integrate work task related information into
an intelligent assistance system, enabling workers: (1) to access contextually rel-
evant information based on the task that they perform and (2) to easily create
and share useful information with their co-workers. Contextually relevant con-
tent is automatically recommended to the user based on an ontology modelling
the domain.

After investigating necessary aspects of such a system in Section 2 by a
survey, we consider related work in Section 3 especially in the area of digital
annotations. Afterwards, we explain our concept in detail in Section 4 using the
example of supporting an assembly worker and discuss key points of a visual in-
tegration of the annotations into an assistance system in Section 5. A conclusion
summarizes our results.

2 Survey: general demands for assistance systems

A survey was conducted to enquire the general demands for work task related
information as well as factors influencing the willingness to use an information
assistance system.

2.1 Test subjects

31 test subjects from Germany participated in an online survey questioning their
opinion regarding work task related information and support by an assistance
system. The age of the test subjects ranged from 22 to 51. Most of them did
not have much experience with information assistance systems. The background
of the test subjects covers a variety of professions from medicine, economics,
law, education, engineering, IT consulting, administration, research and manual
work.

2.2 Questions

The subjects were asked to answer questions to the following topics:
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System demands: The subjects were asked to evaluate the usefulness of different
kinds of work task related information, such as an overview of the work task,
a detailed work step instruction, information regarding involved tools and
materials, and tips for improving the task itself.
Furthermore, the subjects were asked to evaluate different features of an
information assistance system in respect to their significance to support the
worker in his work task, such as usability, information quantity and quality,
and transparency.

Usage factors: The subjects were asked to assess what kind of information they
would share in what extent and to evaluate different concerns in respect
to working with an information assistance system, such as lack of time or
motivation and the averseness to being monitored.

The subjects were asked to assess specific options of the topics with a four-
level Likert scale. Furthermore, they were given the chance to give additional
feedback as free text.

2.3 Results

In the following, the most important findings regarding the topics are summa-
rized.

System demands. Figure 1 shows which content users want and expect of an
assistance system. A process overview, a detailed explanation of the current work
step, and an error detection were valued positively by 96.77% of the subjects.
Tips for improvement and remarks by colleagues were valued by 87.1% each,
and a technical discussion between colleagues was valued by 83.87%. Additional

Fig. 1. Demands of the survey participants regarding the content of an assistance
system.
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information regarding tools and materials was valued the least with 70.96% of
positive assessment.

When asked to evaluate specific kinds of additional information provided by
experienced colleagues, remarks regarding the tool were estimated to be mostly
“helpful” by 70.96%, “interesting” by 22.58% and “unimportant” by 6.45%.
Nobody estimated this information to be “needless and disturbing”. Remarks
regarding the materials were estimated to be “helpful” (67.74%) and “interest-
ing” (32.26%). Tips for improvement were estimated to be “helpful” by 45.16%,
“interesting” by 48.39% and “unimportant” by 6.45%.

When asked about the importance of given system features (see Figure 2), the
test subjects evaluated “providing relevant information of high quality” as most
important (with the values of 83.87% “necessary” and 16.13% “important”),
followed by an “easy and intuitive handling”, “interactivity”, “unobtrusiveness”
and “sensible dealing with the data (anonymity)”. “Quantity and multitude of
information” was valued the least (12.90% “necessary”, 58.06% “important”,
16.13% “unimportant”, and even 12.90% “needless and disturbing”). Addition-
ally, the subjects named a reasonably small latency as very important.

Fig. 2. Demand of the survey participants regarding the importance of features of an
assistance system.

As further demands and nice-to-haves, the subjects named especially the
possibility to give feedback (for correction or evaluation of the systems advice),
integration of the support (by push-notifications, warnings), personal adjustment
of the view and extent of support activities (more experienced users need less
support), transparency (why did the system choose this; why should I follow its
advice; what consequences are expected otherwise), and a display of remaining
process time and how to save time (for a “smoke break”).

Usage factors. When asked about their willingness to share their own expe-
rience with their colleagues, almost all of them (96.77%) were willing to share
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information about tools and materials in a digital way where everyone could
access the information. They were a bit more reserved with information about
found errors in the manual and tips for improving the work task. Here, 12.90%
and 19.35% respectively would only share these information verbally.

29% of the subjects commented on their choice. All comments to this topic
were like-minded: They would share their knowledge, because sharing of knowl-
edge promotes the working atmosphere and helps everyone to improve them-
selves and the processes. They share as they want their colleagues to share their
knowledge, too. The sharing is no problem if it does not result in further work.
Sharing a more subjective opinion (such as improvements) only feels comfort-
ably to them when performed verbally to prevent being negatively perceived as
a “know-it-all”.

When analyzing the evaluation of different concerns regarding the assistance
system (See Figure 3), the greatest concerns are the fear of being surveilled (by
the system 51.62%, by my supervisor 58.07%) and the concern of not having the
time to maintain the system (51.62%). The other concerns scored significant less
agreement: lack of willingness to maintain the system (25.8%), lack of motivation
to deal with the system (19.35%), fear of being more distracted by the system
than supported (19.35%), and fear of being replaceable, when they share their
knowledge (19.35%).

Further concerns are that the system might not work correctly and that
the supervisor is not really supporting the additional efforts of using the system.
They fear requiring additional time and thus extra hours to maintain the system.

Fig. 3. Agreement of the survey participants to concerns regarding an assistance sys-
tem supporting the work task.
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2.4 Conclusion

Due to the rather small number of participants and their different qualifications,
we cannot claim that the survey is representative, but a few general insights
are still gained. We found out that the participants were generally open to a
system that provides them with information. If the benefit is recognized, they
would also share information in order to promote the team. We want to par-
ticularly emphasize that the highest ranked system features were “providing
relevant information of high quality” followed by features alleviating the usage
of the system. Furthermore, the greatest concern besides the averseness against
being monitored was not having the time to maintain the system.

In summary, it can be stated that it is of great importance that the perceived
benefit is greater than the perceived disadvantage. Consequently, additional ef-
forts and especially the time required for using and maintaining the system have
to be minimized. This tendency seems to be universal since participants of vari-
ous fields agreed, so that an approach to solve this problem could also be of use
for instance regarding workers in a production environment.

For this reason, a simple and intuitive information communication means is
desirable. Digital annotations make this possible as we will show below.

3 Related Work

The digitization and accessibility of contextual relevant information is a broad
field where diverse approaches are applied. Traditional knowledge management
systems rely on the user to explicitly search for additional information by himself
due to a demand regarding his current work task [18, 28]. But as our survey has
shown the users require a more easy and intuitive means that minimizes this
additional effort to get to the information. Consequently, we are focusing on
ways that more automatically provide relevant information as it is typically
done by recommender systems.

Recommender systems are a subclass of the information filtering systems
that attempt to predict a “rating” or “preference” that a user would assign
to an item. Traditional recommender systems neglect/disregard the notion of
“situated actions” [26], the fact that users interact with the system within a
particular “context” and that preferences for items within one context may be
different from those in another context [2]. They simply produce a list of rec-
ommendations by collaborative or content-based filtering. Hence, context-aware
recommender systems [2] define a context in order to create more intelligent and
useful recommendations. Contextual factors such as time, location, purchasing
purpose are then also taken into account.

Yet, recommender systems are mainly used for providing relevant informa-
tion. They rarely provide intuitive and simple ways to create and integrate new
information. However, as the survey has shown such an intuitive and simple
access is necessary to reduce the time a user requires to share his knowledge.
Regarding this demand for a simpler means of communication, basic forms of
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knowledge sharing are already performed using annotations by diverse groups
of people. Students are writing annotations in their textbooks or people are
putting sticky notes at objects to annotate them; the activity of annotating is
easily done and useful to support information sharing and processing by human
beings [6]. Therefore, it is not surprising that annotations are also used in the
digital environment to enrich digital content with additional information [3].

The concept of digital annotation is not uniformly defined, but can be sum-
marized as follows: An Annotation is an object that contains information about
one or more related entities. Digital annotations are usually used for classifica-
tion, documentation or communication. They can be provided in various forms
to integrate different media depending on the purpose, e.g. as text, image, audio,
video, etc. In general, two different kinds of digital annotations can be differen-
tiated: Annotations for machine interpretation (often referred to as “semantic
annotation”) and annotations for human communication.

3.1 Annotations for Machine Interpretation

Most often, annotations are used to semantically enrich digital documents to
support computers in processing and interpreting the information context [16].
Here, annotations classify documents or document sections by a word or word
group using a standardized vocabulary. In this way, they support activities like
searching for information, structuring and shaping a document as well as en-
abling service interoperability. Accordingly, they are of importance in semantic
information retrieval [6].

In order to include the semantic context, various approaches use an ontol-
ogy formalizing domain knowledge. Kara et al. [14] present an ontology-based
information extraction and retrieval system applied to the soccer domain, while
Nakatsuji et al. [21] use ontologies to index and classify a user’s blog entries to de-
rive the user’s interest. The benefits of an ontology are widely recognized, but its
biggest weakness is the complexity and expense of its creation and maintenance.
Hence, Euzenat [8] proposes an ontology-based annotation approach in which
the ontology should be expandable on the fly. Recently, Zhao and Ichise [30]
proposed a Framework for InTegrating Ontologies (FITON), a semi-automatic
system to integrate large and heterogeneous ontologies.

These annotations are very limited regarding their ability to carry informa-
tion and thus cannot be used as a means for communication. Yet, this kind of
annotations may support the automatic identification of context-relevant infor-
mation.

3.2 Annotations for Human Communication

But annotations can also be used as a tool to support collaborative information
exchange [16]. Known applications are different document readers (such as Adobe
PDF Reader), that allow the user to add comments or notes (annotations) to
the documents, or the collaboration features of MS Word (or similar software
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products) that enable the tracking and discussion of changes. Lortal et al.[17]
describe a cooperative annotation tool used by a mechanical engineering team
to discuss design drafts. These approaches often lack in indexing and annotation
recall [16]. For most applications it is also not advisable, as the annotations are
mostly valid for a very specific subject (e.g. an exact passage in a text). This
annotation might not be of great use in another context.

Regarding repetitive “situations” such as work tasks which can be integrated
in a broader context, we see advantages in retrieving associated annotations.
Here, abnormalities in one work task are most likely also of interest regarding
related or similar tasks. The classification of the annotations for re-usability
in other contexts is interesting, but in the research area of annotations largely
untreated. In [4] we presented a first concept for the use of contextualized an-
notations that are semantically enriched human annotations for an integrated
visualization of heterogeneous manufacturing data. We extend this concept by
applying these contextualized annotations within an assistance system as a com-
munication medium for situation relevant information.

4 Conceptual Approach

Our objective is to provide the user with a quick and easy way to access and
capture additional information about their current task (e.g., a worker assem-
bling a certain machine). So, the overall team can benefit from an exchange of
their experiences. For this purpose, we combine several ideas from the field of
digital annotation to benefit from their advantages. By relying on the freedom
of “annotations for human communication”, the user should be able to digitally
capture all sorts of information in a fast and easy way. This simplicity will mini-
mize distractions from his primary task and thus motivate him to document his
thoughts and experiences.

Yet, to present only context-relevant parts of this information to a user re-
quires further steps. First, the information has to be put in its right context
to make it versatilely reusable. We therefore apply the indexing mechanisms
especially the underlying ontologies used for “annotations for machine interpre-
tation” to the human readable annotations. Second, from this ontology model-
ing real-world objects and their relationships only that information has to be
extracted that is actually relevant for a user’s current task (such as informa-
tion about the machine or necessary tools). Hence, we utilize recommendation
mechanisms working on the structure of the ontology for this context-relevant
information extraction. In summary, the following three steps have to be per-
formed:

– Formalize domain and context knowledge as an ontology.
– Capture additional information as annotations and match them with corre-
sponding ontology concept(s).

– Provide contextually relevant information for a given situation.
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In the following, these steps are explained in more detail using the example
of an assembly worker.

4.1 Modelling the Ontology

All relevant contextual elements of the work domain (such as work tasks, tools,
parts or materials) are modeled by semantically interrelated concepts in a do-
main ontology. An ontology describes a shared conceptualization which formally
represents a set of concepts and their relationships [10]. Since we want to extend
the assistance of a worker using the ontology, it makes sense to represent the
context of the work environment, in particular the work tasks. We are guided
by the classical definition of context by Abowd et al. [1]. Here, a work task is
defined by its relations to people, places and things. Accordingly, our ontology
consists of four interrelated sub-ontologies:

– The people subgraph of the ontology formalizes the roles with their corre-
sponding responsibilities and skills (e.g. planning engineers assign workers).

– The places subgraph of the ontology summarizes the local arrangements of
the work places (e.g. the production hall contains different working groups).

– The things subgraph of the ontology summarizes all production-related ma-
terials such as tools, parts or products, and also encodes their composition as
specific interrelations.

– The work tasks subgraph formalizes the different work tasks, from general
work tasks such as monitoring, planning, and assembly to more specialized
work tasks such as sticking and soldering. Moreover, the concepts of the work
tasks subgraph connect all subgraphs.

The assembly work task in particular relates to all other subgraphs as it is
performed by a worker (people), at a work station (places), and consumes parts
to produce a product (things). In this way, all subgraphs of the ontology are
interrelated through diverse work tasks. Figure 4 illustrates an example ontology.

4.2 Capturing Additional Information

To best support the worker in capturing additional information while minimizing
the perceived disturbance, we adapt the metaphor of a sticky note. These sticky
notes give the worker the ability to intuitively capture information in various
forms, such as text, photo, audio, etc. To make this information widely available,
they have to be assigned to ontology concepts describing those real world objects
that the information annotates. As we are extending an assistance system with
work task related information, this assignment can be done semi-automatically.
The assistance system already knows about the current work task and can thus
select those concepts of the ontology that represent the current work task and
its context which are most likely to be annotated by the worker. In this way, the
worker does not need to choose the corresponding concepts from all concepts
of the ontology, but the specific concepts relevant to the current work tasks
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are already available. From this preselection, the worker can then choose the
concept(s) to annotate, for instance restricting it only to the machine and/or a
used material.

4.3 Measuring the Information Relevance

For extracting context-relevant information to support a user in his current task
but also for capturing additional information as described in the previous step,
a measurement is necessary that indicates the relevance of an information to
a specific “situation”. In our case, such a situation describes a worker’s current
work task. As the ontology represents work tasks and their context, this situation
can be identified as an ontology concept. Starting from the initial work task
concept adjacent relationship paths (the edges of the ontology) can be followed
to find related concepts annotated with additional information. Therefore, a
relatedness measure can determine the degree to which a pair of concepts are
related considering the whole set of semantic links among them [25]. We aim to
adapt this notion to measure how relevant an annotation of a related concept is
to the current work task.

Many publications cover special cases of semantic relatedness, the (seman-
tic) similarity between objects [23]. They basically differ in which relationships
they utilize for measuring relatedness in ontologies. Most often the hierarchical
structure of the ontology is used to determine the semantic similarity between
concepts [5, 27]. More recent research in the area of semantic relatedness consider
different relationship types and thus also the non-hierarchical relationships in on-
tologies [19, 11, 22, 9]. That means starting from the initial work task concept,
three types of relational directions can be identified that lead to information
relevant to the situation and are shown in Figure 5:

1. Upwards: Path leads to more general information that annotates a parent
concept. This information is more general and not restricted to our specific
situation but still valid.

2. Horizontal: Path leads to contextual information that annotates concepts
that are related (directly or indirectly) by contextual relationships (non-
hierarchic relationships, especially cross-connections between subgraphs).

3. Downwards: Path leads to more specific information that annotates a child
concept. This information is more specific, but under circumstances not rel-
evant for the initial situation. It makes sense to choose the initial concept
already as specific as possible (preferably a leaf concept) or to gradually
specify the concept.

A common and very intuitive way to describe relatedness in a graph is based
on the distance between two nodes which is basically the number of edges (rela-
tions) between them in the shortest path. In this sense, the shorter the path and
thus the distance between two nodes, the more related they are. The problem
with this approach is the assumption that the edges represent uniform distances
within an ontology; i.e. the semantic connections are of equal weight [23]. Fur-
thermore, the perception of similarity between concepts differs regarding the
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Fig. 5. Abstract ontology example highlighting which ontology concepts are of interest
when looking for additional and relevant information.

relational directions as well as the types of relation. That means they have dif-
ferent influence on the measure and are often assigned weights to capture their
importance.

Regarding hierarchical relations (upwards and downwards) especially path
length and depth are of importance to get similarity results that compare to the
human perception of similarity [15]. Since concepts located hierarchically deeper
in the ontology are more specialized, the distance between those concepts is
perceived as shorter than a distance of the same path length between concepts
near the root. For instance, the path “Phillips screwdriver PH2 ” - “Phillips
screwdriver” - “screwdriver” is perceived shorter than the path “screwdriver” -
“assembly tools for screws and nuts” - “tools” despite that both paths contain
the same number of nodes and edges. Hence, the path depth should be included
in the distance calculation. Jiang and Conrath [13] define an edge weighting that
uses Resnik’s [23] notion of a concept’s information content implicitly containing
path length and depth. We use this notion to weight upwards and downwards
directed paths between two concepts c1 and c2:

W (pathH(c1, c2)) = |IC(c1)− IC(c2)| (1)

The information content IC is defined as IC(c) = − log2 p(c). The proba-
bility p(c) of the occurrence of a concept is calculated by the count of concepts
summarized by a parent concept as frequency freq(c) and the count N of all

concepts of the ontology with p(c) = freq(c)
N [23]. The probability of a concept’s

occurrence decreases with hierarchical depth, while the information content in-
creases.

As the information content is calculated according to the hierarchical struc-
ture of the ontology, a different weighting approach is needed for the horizontal
non-hierarchical relations. Regarding this direction considering the relation type
is of even higher importance compared to the upwards and downwards direction
[19, 11, 22, 9]. For instance, the path “soldering”-needs-“soldering iron” should
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be ranked higher than the path “soldering”-is located at-“work station 3” as a
worker knows where he actually is but could need additional information regard-
ing specifics of the tool to use. We therefore adopt the formula by Mazuel and
Sabouret [19]. They associate an individual weight TCX to each relation type
X to represent its semantic cost. The weight of a path between two concepts c1
and c2 is defined by:

W (pathX(c1, c2)) = TCX × |pathX(c1, c2)|
|pathX(c1, c2)|+ 1

(2)

Both formulas only consider a single relationship type. Hence, to calculate
the distance to any concept in the ontology the path which might contain mixed
relationships has to be broken down into sub-paths with only a single relationship
type. The weight of a mixed relationship path is then the sum of the weights of
the sub-paths:

W (path(x, y)) =
∑

p∈path(x,y)
W (p) (3)

In this sense, concepts whose paths to the current work task score a lower
path weight (are semantically closer) are assumed to be annotated with more
relevant information than concepts scoring a higher path weight. Yet, some path
constraints have to be considered to exclude non-relevant concepts that would
possibly score a small path weight. While following upwards and downwards
directed relationships (such as “is-A”, “include”) no change of direction should
be performed. Other child concepts of the same parent concept (sibling concepts)
are negligible for our retrieval even if they measure a short distance to the origin
concept from an information theoretical point of view [23, 24]. As these concepts
do not relate to the specific situation, considering them is expected to provide
no meaningful improvements to our information retrieval. Hence, hierarchical
paths are restricted only to direct ancestors or successors.

How this extracted context-relevant information can be represented to sup-
port a worker in fulfilling his current work task is discussed in the next section.

5 Integrated Presentation

Our application scenario is located within a networked factory. We envision
that for assistance the worker or the assembly station is equipped with a tablet
that provides him with information on the current assembly order and current
process step. An example of such an assistance system is the assembly assistant
of the Fraunhofer IGD1. We already emphasized the importance of integrating
the communication of additional information directly into the work flow, as we
found out that users prefer to not switch between different systems. Figure 6
shows a first design of how to integrate the annotations into the user interface
of an assistance system.

1 https://www.igd.fraunhofer.de/en/Institut/Abteilungen/IDE/Projekte/

PlantHand-Assembly-Assistance-Production
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Fig. 6. An exemplary design of an assistance system showing multiple steps of an
assembly work task on the left and a detailed description of the current step in the
center. Annotations for the work task are embedded directly in the center view as
sticky notes (see the two red annotations on top of the image) and summarized below.
Additional relevant information regarding related concepts (such as reports to the
machine and its parts, specifications of tools and materials) is integrated in a virtual
clipboard on the right.

The main part of the interface is still dedicated for the current work tasks
with the different steps on the left and a detailed representation of the current
step in the center. Additional information regarding the task itself is directly
embedded in the main view where applicable (see sticky notes on the image) and
summarized below. Further information regarding related concepts are listed on
the right and are ranked according to our explanation in Section 4.3.

Regarding the support of a worker to fulfill his current work task, horizon-
tal relations to tools and materials are most likely of high interest to him. Yet,
connections to person concepts are probably not so interesting for the worker
himself (but may be for a planning engineer assigning the different workers).
Hence, relationship types are assigned different weights according to their im-
portance (the more important the smaller the weight). As these weights have
to be determined relative to the overall information content of the ontology (as
used to weight the hierarchical relations), and of the persona to be supported
(worker, planning engineer ...) no general recommendations for these weights can
be given at this point. Therefore, further investigations are necessary.

Based on these weights, annotations for concepts scoring the lowest path
weights are retrieved. As annotations can be assigned to more than a single
ontology concept, they can be retrieved more than once with different rankings
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(corresponding to the rankings of the ontology concepts). Our survey showed
that users prefer quality of information over quantity, so recurring occurrences
of one and the same annotation are filtered out.

To create new annotations the worker can simply select a concept by clicking
in its area (in the center or on the right side) and choosing a type of annotation
he wants to add (text, photo, audio ...) which opens a corresponding widget.
He can either point in an empty part of a concept if he wants to annotate the
concept in general, or he can select for instance a position in a text or image if
he wants to annotate a specific part of its description.

6 Conclusions

As confirmed in our survey, one of the biggest barriers to knowledge sharing
supported by a technical system is the fear that use and maintenance is too cum-
bersome and especially time-consuming. To address this problem, we presented
a concept that integrates the knowledge sharing intuitively into the workflow.
We have shown that annotations for human communication are an intuitive and
simple means for this purpose and how to support the annotation’s re-usability
using a domain ontology. For a ranked retrieval of the annotations, we proposed
a relatedness measure weighting paths within this ontology.

In future, we want to put our enhanced system in operation and conduct
a user study with workers in production. Based on their feedback additional
factors regarding the weighting of concepts can be evaluated. One aspect is the
novelty of information, for instance the older the information the less important
it might be. But also personal feedback may be an important aspect to steer
which information will be shown. An assessment of the information rating rela-
tionship types in general but also individual annotations (from very helpful to
wrong) could be integrated in the ranking of the information. Finally, it will be
of importance to address the user’s averseness of being monitored.
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9. G. Giray and M. O. Ünalir. A method for ontology-based semantic relatedness
measurement. Turkish Journal of Electrical Engineering & Computer Sciences,
21:420–438, 2013.

10. T. Gruber. A translation approach to portable ontology specifications. Knowledge
acquisition, 5(April):199–220, 1993.

11. A. Hawalah and M. Fasli. A graph-based approach to measuring semantic re-
latedness in ontologies. In WIMS ’11 Proc. of International Conference on Web
Intelligence, Mining and Semantics, page 29, 2011.

12. L. Hu and A. E. Randel. Knowledge Sharing in Teams: Social Capital, Extrinsic
Incentives, and Team Innovation. Group & Organization Management, 39(2):213–
243, Feb. 2014.

13. J. Jiang and D. Conrath. Semantic similarity based on corpus statistics and lexical
taxonomy. In Proc. on International Conference on Research in Computational
Linguistics, pages 19–33, Taiwan, 1997.

14. S. Kara, O. Alan, O. Sabuncu, S. Akpnar, N. K. Cicekli, and F. N. Alpaslan. An
ontology-based retrieval system using semantic indexing. Information Systems,
37(4):294–305, June 2012.

15. Y. Li, Z. A. Bandar, and D. McLean. An approach for measuring semantic sim-
ilarity between words using multiple information sources. IEEE Transactions on
Knowledge and Data Engineering, 15:871–882, 2003.

16. G. Lortal, M. Lewkowicz, and A. Todirascu-Courtier. Annotation: textual media
for cooperation. Proc. of International Workshop on Annotation for Collaboration
(IWAC), pages 41–50, 2005.

17. G. Lortal, M. Lewkowicz, and A. Todirascu-Courtier. Enabling communication
rationale via annotations: a document-based cooperation. Proc. of COOP’06 (short
paper), (March):75–82, 2006.
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