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Abstract
Non-visual methods of user guidance in visualisations are still relatively underexplored. This paper aims to address this, by
establishing a foundation for appropriately using haptic force feedback in a pointing device to provide guidance, with a focus
on pulling and constraining. To explore these guidance methods, a force feedback enabled mouse was constructed, along
with a force feedback enabled data visualisation. A user study was conducted, subjecting the participants to different degrees of
pulling and constraining guidance, helping them solve navigation tasks. The study found significant quantitative and qualitative
changes in behaviour and experience across conditions. We conclude that these two modes of feedback can be used for directing
and prescribing guidance situations, provided they are used with restraint.

CCS Concepts
• Human-centered computing → Empirical studies in visualization; • Hardware → Tactile and hand-based interfaces;

1. Introduction

A significant challenge in interactive visualisation is traversing, ex-
ploring, and understanding large datasets. In these situations, the
dataset may be too large to be presented on a single screen, and
areas of interest may be located far apart. To address these prob-
lems, various forms of guidance can be applied to help users get
an overview of relevant data points, choose an appropriate visual-
isation, or complete the correct steps to reach a desired goal. Ap-
propriately applied guidance has been demonstrated to have both
positive performance and experiential effects [CGM19b].

In interactive visualisations, guidance is used to help users navi-
gate the system and data, and overcome situations in which the us-
age flow is stalled because the next action is uncertain [CGM19a].
Significant research has been conducted to create novel guidance
systems for particular tasks and evaluate their effect. The forms
of guidance demonstrated vary from helping navigate networks
through pointers in various directions [MSDK12] and finding ap-
propriate zoom levels for multiscale data [LMS∗12] to helping pick
an appropriate data visualisation [WMA∗16] and following a com-
plex analytic workflow [SSL∗12]. Sophisticated frameworks have
been proposed to design and create appropriate guidance mecha-
nisms for visual-analytic systems [CAA∗20, HS23, SCEA23].

Worthy of note, the vast majority of research on guidance for
interactive visualisations is exclusively in the visual modality, with
only few exceptions like vibrotactile feedback [HS20,MKB05] and
robot-assisted feedback [DSD∗23]. This stands in contrast to the
well-established field of haptic rendering – i.e., the haptic repre-
sentation of material properties – for making data more tangible
in volume visualisation in general [PCT∗07, AS96, WS11] and in

medical applications in particular [LLCY06, Pal11]. In doing so,
these approaches provide additional cues beyond the mere visual
feedback to the user, allowing for intuitive and precise view manip-
ulations, selections, and placement of probes even in occluded 3D
visualisations [BYK∗21, Sec.3.2].

In particular, force feedback has several advantages over other
forms of haptic feedback: It can be used to present sophisticated
feedback through a large number of design parameters, and even
provide feedforward, where it can be used to guide the user’s hand.
Previous research on multimodal interaction has established that
providing auditory or haptic feedback can improve performance
through offloading of the visual channel [BPG∗06]. It should fol-
low that the same gains may be obtained by extending guidance
beyond the visual modality.

This paper investigates the question of how to provide appro-
priate guidance in interactive visualisation using a force feedback
enabled pointing device. We answer this by (1) introducing CAS-
TOR, a computer mouse with software-configurable force feedback,
(2) using CASTOR to conduct a user study to evaluate the different
parameters for force feedback guidance, (3) reporting on pertinent
observations from that user study, and (4) concluding about appro-
priate forms of force feedback guidance.

2. The CASTOR and its Guidance Feedback

Various force feedback pointing devices have been developed in
the past [KHS95,KCKS04]. Common to these mice is that they are
anchored to the desk, as a means of applying force. These mice
have a limited range of movement and may be experienced signifi-
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Figure 1: The CASTOR mouse with its two omni-wheels protruding from the bottom and the BLDC motors inside the shell.

cantly differently from regular mice. One early example exists of an
unanchored mouse [AS94], that provides friction through an elec-
tromagnet inside the mouse and a solenoid to prod the user’s finger.
Since then, some advancements have been made, first by Kudo et
al. [KSK07] who created an unanchored 2dof ball mouse with force
feedback, and later Kianzad and MacLean [KM18] who created a
similarly functioning, miniaturised mechanism in a pen-like device.

For our study, we built a force feedback mouse called CASTOR

(see Figure 1), whose design remains as close as possible, in shape
and functionality, to a traditional computer mouse and can be oper-
ated in the same way. The CASTOR is a 2-button, 2-axis mouse that
can provide force feedback on both axes. This is achieved through
two wheel assemblies that are mounted at a 90◦ angle, protrud-
ing slightly from the bottom of the mouse. Each wheel assembly
consists of an omni-wheel mounted to a BLDC motor. This design
was inspired by work on force feedback rotary knobs [vOH20].
The 90◦ angle lets each wheel encode movement and provide
force feedback in their respective axis without affecting each other.
A Raspberry Pi Pico controls both motors through two L6234D
driver circuits. All materials to reproduce the CASTOR mouse incl.
circuit schematics and 3D print files for the casing are available
at https://vis-au.github.io/highways/. The mouse
can be configured to pull in a given direction, to retain a set posi-
tion, to simulate a customisable bumpy texture on movement, or to
apply friction proportional to its velocity. We use these configura-
tions to guide users by pulling and by constraining.

Pulling actively drags the pointer towards a target. We use the
metaphor of a haptic highway, because the pulling feedback can
lead the user along a track connecting multiple targets and can be
traversed at high speeds. The CASTOR is set to provide a maximum
force of 1.9N with a transfer function mapping some state of the
system (e.g., position or time) to force intensity. All examples given
here use either a constant force intensity or one that is determined
by the distance between the pointer and the target.

Constraining restricts the pointer from moving into or out of a
bounding area. In Dennerlein et al., this takes the shape of “tun-
nelling”, where the pointer is constrained in one axis to improve
steering performance [DMH00], hence our metaphor of a haptic
tunnel, pushing the pointer towards the middle of a “tunnel” be-
tween the origin and target. The bounding walls may be rigid, ap-
plying full force as the pointer touches them, or be soft, slowly
ramping up the force as the pointer moves further outside them.

3. User Study Setup

Ceneda et al. established three degrees of guidance [CGM∗17]:
Orienting, which informs of possible options; Directing, which
suggests a specific option; and Prescribing, which forces the choice
of a specific option. We hypothesise that the strength of force feed-
back will affect the perceived degree of guidance – e.g., a strong
pull will feel like prescribing guidance, while a weak pull will
feel like directing guidance. We further expect continuousness and
directness of feedback to have similar effects, increasing the per-
ceived degree of guidance, yet also causing undesirable strain.

The experiment was conducted using Cartograph’s 2D embed-
ding of Wikipedia articles [SSL∗17]. The visualisation of the em-
bedding was created in a way that

• maximises the data-ink ratio [Tuf01] to not confound the haptic
guidance with non-essential, potentially distracting visuals;

• uses a high-contrast encoding with ample whitespace to reduce
simultaneous contrast, known to cause large errors [KHI∗03];

• does not rely on colour, removing the impact of colour blindness,
which can affect guidance in wayfinding scenarios [LLC20];

An example of the interface is shown in Figure 2. A small ar-
row pointing towards the target was provided for all studied sce-
narios to make the case without force feedback guidance a mean-
ingful baseline, while at the same time maintaining comparability
between scenarios – i.e., the only aspect changing in the setup was
the presence/absence of pulling and/or constraining force feedback.

Figure 2: Example of the interface shown to the study participants.
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18 participants (ages 21-28, avg=24.7; 13 men, 5 women) were
given the task of finding a specific data point in the visualisation.
The visualisation stretched far beyond the limits of the screen with
the sought data point/target position being far off-screen and ini-
tially not visible. Starting and target positions were randomised,
though with a constant distance (14,000px) between start and tar-
gets, and exclusively in cardinal or intercardinal directions. The
view is panned using regular click-and-drag navigation, similar
to that of mapping software. The force feedback was limited to
pull intensity, and constraint rigidity, using changes in intensity for
pulling and changes in rigidity for constraining. The constraining
and pulling feedback were designed to fit this form of navigation as
follows: For the pulling feedback, when the mouse is moving freely,
the pointer is pulled directly towards the target. When the pointer is
dragging the view, the pointer is instead pulled directly away from
the direction of the target, moving the view closer to the target. For
the constraining feedback, an invisible line is created, stretching
from the origin at the start of the trial, to the target point of the trial.
When the mouse is free, the pointer is forced towards the closest
point on this line. When dragging, the pointer is instead forced in
a direction, that moves the centre of the screen towards the closest
point on this line. When pulling and constraining is combined, the
two resulting forces of the feedback are simply added together. The
specific settings and forces are given in Table 1.

This was a within-subjects study. The participants were first in-
troduced to the task of finding a topic in the visualisation supported
by navigational guidance. Then, in a sequence of 9 trials, all possi-
ble pairwise combinations of {no, weak, strong} pulling and {no,
weak, strong} rigidity for constraining were tested in random or-
der. When the cursor reached the target, a short questionnaire had
to be completed, after which the next trial began. At the end, a short
semi-structured interview was conducted.

We measured time taken to reach the target, total length of cursor
movement, and cursor deviation from the ideal straight line from
start to target, as well as user experience through the NASA TLX,
three study-specific questions, and the semi-structured interview.
The three questions were presented on a 5-step Likert-scale, while
the NASA TLX questions were presented in 20 steps. The three
questions were:

1. How much did you feel in control vs. the system? I was com-
pletely in control - The system was completely in control.

2. How confident did you feel that you were going in the right
direction? Very uncertain - Very confident.

3. How much did you focus on getting to the target vs. focus on
other elements? Entirely on target - Entirely on other things.

Level Max parameter Max force [N]
(0) No 0 0
(1) Weak 1 0.77
(2) Strong 2 1.9

Table 1: Summary of factor levels and maximum force applied,
measured in a single direction. Both pulling and constraining are
capable of the same forces for the same level. Pulling and con-
straining combined may produce stronger forces than measured.

4. Quantitative Study Results

The completion time, distance, and deviation from ideal line were
tested for statistically significant differences across factor levels,
signifying a change in behaviour/performance. The three variables
were binned by each of the factors to identify which, if not both, of
the factors affected behaviour. To establish statistical significance,
the measurements were first determined to not have a normal distri-
bution. For this reason, a Friedman test was applied, which showed
a statistically significant difference in completion time and distance
for pulling feedback, and significant difference in path deviation
for constraining feedback. To identify which factor levels created
this difference, a Wilcoxon signed-rank test was performed with
p-values adjusted using the Bonferroni method.

While there is no statistically significant difference in comple-
tion distance or time across levels of constraining feedback, there is
a statistically significant decrease in completion time (p < 0.0001)
and a slight but significant decrease in completion distance (p =
0.018) across the levels of pulling feedback. The opposite holds
true for path deviation, which only shows a statistically significant
decrease (p < 0.0001) across levels of constraining feedback. This
suggests that the two feedback types affect participant behaviour
in different ways. Increasing the strength of pulling feedback in-
creases the pace of the task and may lower the distance travelled.
Increasing the strength of constraining feedback decreases the aver-
age deviation from the ideal path. It should be noted, that only the
strong pulling feedback creates a statistically significant decrease
in completion time, suggesting that weaker pulling configurations
may not affect behaviour in this way. In contrast, only weak pulling
creates a statistically significant decrease in completion distance.

Regarding the NASA TLX questions, the Performance, Effort,
and Frustration questions were observed to be difficult to apply to
the task, or seemed irrelevant. For this reason, only the Mental,
Physical, and Temporal demand questions were examined, along
the three experiment-specific questions. As the data is subjective
and cannot be expected to follow any specific distribution, a Fried-
man test and following Wilcoxon test were performed.

There appears to be no statistically significant effect of constrain-
ing feedback on the NASA TLX results. Yet, increasing the strength
of pulling feedback significantly lowers the task’s mental demands
(p = 0.00048) and physical demands (p < 0.0001), while signif-
icantly increasing the temporal demands (p < 0.0001). In other
words, increasing the strength of pulling feedback makes the task
generally easier but feels much more rushed.

The results of the control, confidence, and focus questions are
more ambiguous than the TLX questions. The question about
whether the user or system is in control shows a statistically sig-
nificant difference for both pulling (p < 0.0001) and constraining
(p = 0.037). This difference appears to correlate between levels of
feedback in that increasing the level of pulling or constraining de-
creases the experienced level of participant control. For the ques-
tion about confidence, pulling feedback creates a statistically sig-
nificant difference in responses (p < 0.0001), while constraining
does not (p= 0.45). Increasing the level of pulling results in greater
participant confidence in getting to their target. For the question
about focus on the target vs. other things, there appears to be no
clear correlation between factor levels and responses.

© 2024 The Authors.
Proceedings published by Eurographics - The European Association for Computer Graphics.



S. / Highways and Tunnels: Force Feedback Guidance for Visualisations

5. Qualitative Study Results

We collated reoccurring experiences of the users as reported in the
semi-structured interviews. Experiences that occurred for less than
three participants were filtered out, and the remaining experiences
were then further grouped into common themes. Here, we report
specifically four themes that are also reflected in the quantitative
study results.

Theme 1 – Constraining feedback is easy to overlook and
may be difficult to understand: Common among all 18 inter-
views was a much larger focus on the pulling feedback compared to
the constraining feedback. While the pulling feedback was readily
mentioned and discussed, comments on the constraining feedback
had to be prompted for almost every participant. When directly
asked, six of the participants either did not at all or barely noticed
this type of feedback, while three who did notice, did not regard the
feedback as helpful. This lack of awareness may be explained by
the fact that the pulling force is constant, whereas the constraining
force gradually increases and decreases based on the pointer po-
sition. This is supported by the quantitative results as well as the
movement data, where there, with few exceptions, were no signifi-
cant differences between constraining feedback configurations.

Theme 2 – Pulling feedback is generally appreciated: When
discussing the pulling feedback, most participants shared a posi-
tive impression in both utility and experiential regards. Adding the
pulling feedback reduced the effort expended to solve the task: 11
of the participants reported that the addition of pulling feedback
lowered the physical effort required to solve the task, while four
of them further reported that it lowered the mental effort of finding
the target. This is supported by the quantitative results, which show
a large, statistically significant difference in physical and mental
effort between each of the pulling feedback configuration.

Theme 3 – BUT only when not too strong: While the gen-
eral reaction to the pulling feedback was positive, this was not the
case for strong pulling specifically. Even though a few participants
enjoyed the increased task efficiency provided by the strong feed-
back, most considered it as “too much”. Common among the par-
ticipants (13) was the sentiment that strong pulling feedback made
them feel like they lost control, resulting in a loss of personal re-
sponsibility (7), a loss of attention (2), and a growing complacency
towards the task (11). These experiences align with the concept of
automation complacency, which posits that users exclusively mon-
itoring a constantly reliable automated process grow complacent
to their task [PMS93]. For other participants, the strong pulling
instead resulted in discomfort and a loss of meaning. Five of the
participants reported that the loss of control made them feel redun-
dant or that their presence was meaningless. Multiple participants
explicitly stated that they preferred the weaker pulling, in that it did
not feel as controlling as the strong pulling (5), or was just helping
instead of controlling (4).The differences in experience between
weak and strong pulling are supported by the quantitative results,
showing a significantly increased completion speed, temporal de-
mand, and loss of control for the strong pulling feedback.

Theme 4 – Constraining and pulling feedback creates differ-
ent forms of control: For the participants who managed to recog-
nise and understand the constraining feedback, their conceptualisa-
tion of control for the two feedback types were quite different. Nine

of the participants stated that they felt significantly more rushed by
the pulling feedback, while the constraining feedback felt calmer.
Two participants clearly reported about this distinction: Constrain-
ing feedback would have temporal freedom but positional con-
trol, while pulling feedback would have some positional freedom
but temporal control. This is supported by the quantitative results
showing loss of participant control for both factors, but a greater
effect size for the pulling factor.

6. Discussion and Conclusions

Based on the results of the user study, answers to the question of ap-
propriate force feedback can be approached: Using the pulling type
feedback, it was possible to accomplish a spectrum of guidance
ranging from directing to prescribing approaching full automation,
though with significant concerns and caveats. Weak pulling is capa-
ble of producing an appropriate directing guidance towards a target
without seeming to affect behaviour in any significant way and with
minimal negative effects to experience. By applying strong pulling
feedback, it is possible to create a strongly prescribing guidance,
exerting more control over the user than would seemingly be pos-
sible through visual guidance. This however comes with a strong
trade-off in that it creates significant negative experiences of being
rushed, loss of control, and/or complacency with the system. In the
form demonstrated in the user study, strong pulling is not appro-
priate for guidance. Using this form of feedback more sparingly, in
short bursts, or through user activation may alleviate these issues.

For the constraining feedback, the question of appropriateness is
difficult to evaluate. Its appropriateness is likely, since study par-
ticipants generally found it inoffensive. Similar to the pulling feed-
back, however, too strong constraining feedback can result in neg-
ative experiences of loss of control, and it should therefore be ap-
plied with care. It should be noted that this mapping of constraining
feedback to click-and-drag navigation is quite complex compared
to the simple bounding box of a static UI. This may create par-
ticularly great differences in experience compared to other usage
scenarios like traditional UI navigation. Further exploration of this
may however prove fruitful as a way to increase guidance degree
without incurring the negative aspects of strong pulling.

Finally, the user study revealed how force feedback guidance
must make new distinctions of how control is exerted by the system.
While traditional visual guidance is only capable of establishing se-
quential control over the user – e.g., by suggesting or enforcing a
specific sequence of steps – the two force feedback methods ex-
hibit a much more direct control over the user. As explained under
Theme 5, the pulling feedback was capable of exhibiting a form of
temporal control, suggesting or enforcing the pace at which the se-
quence would be carried out. In contrast, the positional control, as
primarily exhibited by the constraining feedback, suggests or en-
forces where the pointer should move to carry out the sequence.
The fact that these forms of control directly affect the user’s phys-
ical abilities may help to explain the negative effects of increased
control. Common to both feedback types is a concern that other-
wise appropriate feedback may turn highly inappropriate the mo-
ment the goals of the system and of the user are no longer aligned.
While this is a known problem in existing visual guidance theory,
it becomes especially pertinent for these new forms of control.

© 2024 The Authors.
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