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Abstract — English

In this thesis I will address three dynamic data structure problems using the concept
of invariants. The first problem is maintaining a dynamically changing set of keys —
a dictionary — where the queries we can ask are: does it contain a given key? and
what is the preceding (or succeeding) key to a given key? The updates we can do
are: inserting a new key or deleting a given key. Our dictionary has the working
set property, which means that the running time of a query depends on the query
distribution. Specifically the time to search for a key depends on when we last
searched for it. Our data structure is implicit, meaning that we do not use any extra
space than that of the input keys. Our data structure is implicitly encoded through
the permutation of the input keys. Other dictionaries with the working set property
have constant factor overhead in the space usage, our dictionary has no overhead
and thus has optimal space usage, while still attaining the working set bound. Our
result is even cache-oblivious and hence also efficient in external memory.

The second problem is to keep a first-in-first-out queue where each element also
has a priority — called a priority queue with attrition. We delete elements at the front
and insert elements at the back. When we insert an element then all elements in the
queue with an equal or larger priority are deleted — also called attrited. We extend
previous solutions by Sundar [Sun89] with the concatenation operation. When we
concatenate two queues, all elements in the first queue which are larger or equal to
the smallest in the second queue are attrited, and the second queue is appended to
the first queue. Our result is also efficient in external memory.

The third problem is to maintain a two-dimensional dynamic point set, where
the queries ask for the skyline of the points contained within a rectangular query
area, i.e., all the points which have no point above them and to the right, within the
query area. These points are called the undominated points of the query area. Our
results are the first dynamic results, that are efficient in external memory.

The central concept we use, throughout this thesis, to solve data structure
problems is invariants. In the design of dynamic data structures we have some set of
query and update operations which we want our data structure to support, but we
do not choose the order that they are performed in. Invariants are logical statements
about our data structure, which are based on the structure of the underlying problem,
that we are trying to solve. We can rely on the properties of the invariants when
performing queries, and in return we need to ensure that the invariants remain true
after we perform updates. When designing data structures there is an interplay
between proposing invariants and checking if they can be efficiently maintained in
updates and are sufficient for answering queries efficiently. We have solved our data
structure problem when we have found a set of “good” invariants that balances these
two sides.
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Abstract — Dansk

I denne athandling vil jeg behandle tre dynamiske datastruktursproblemer ved brug
af invarianter. Fgrste problem er at vedligeholde en dynamisk mangde af nggler
— kaldt en ordbog. Vi kan lave forespgrgelserne: er en given nggle indeholdt? og
hvad er den foregdende (eller efterfplgende) nggle til denne nggle? Vi kan foretage
opdateringerne: indsset en ny nggle eller slet en given nggle. Vores ordbog har
arbejdsmaengde egenskaben, hvilket betyder at udfgrselstiden for en forespgrgsel
afhaenger af distributionen af alle forespgrgslerne. Udfgrselstiden for en forespgrgsel
afhaenger af hvornar vi sidst sggte efter den givne nggle. Vores datastruktur er implicit
hvilket betyder at vi ikke bruger yderligere plads end det som inputtet bruger. Vores
datastruktur er indkodet implicit i permutationen af inputtet. Andre ordbgger med
arbejdsmaengde egenskaben bruger en konstant faktor mere plads, vores ordbog
bruger ingen ekstra plads og har sdledes det optimale pladsforbrug, men opnar stadig
arbejdsmaengde egenskaben. Vores resultat er tilmed cache-oblivious og er derfor
ogsa effektivt i ekstern hukommelse.

Andet problem er at vedligeholde en first-in-first-out k¢ over elementer med
prioriteter — kaldet en prioritetskg med afskering. Vi sletter elementer i fronten
og indsatter elementer i enden. Nar vi indseetter et element sa slettes — afskeres
— alle elementer med en nggle som er stgrre eller lig med den indsatte. Vi udvider
en tidligere lgsning af Sundar [Sun89] med en sammenkaedningsoperationen. Nar vi
sammenkaeder to kder sa slettes alle elementer i den forste kg, der er stgrre eller lig
det mindste element i den anden kg, og den anden kg sammenkaedes med den fgrste
kg. Vores resultat er effektivt i ekstern hukommelse.

Tredje problem er at vedligeholde en todimensionel dynamisk punkmaengde, hvor
forespgrgelserne er at rapportere alle punkter som ikke har nogen punkter over eller
til hgjre for sig, inde i et rektanguleert omrade. Disse punkter kaldes udominerede
punkter og udggre skylinen i det rektanguleere omrade. Vores resultater er de fgrste
dynamiske resultater som er effektive i ekstern hukommelse.

I gennem hele afhandlingen bruger vi invarianter til at lgse datastrukturspro-
blemer. I designet af dynamiske datastrukturer har vi en maengde af forespgrgsler
og opdateringer som vi gnsker at vores datastruktur skal understgtte, men vi veel-
ger ikke selv raekkefglgen som de udfgres i. Invarianter er logiske udsagn om vores
datastrukturer som er baserede pa strukturen af det problem vi prgver pa at lgse.
Vi kan atheenge af udsagnene fra invarianterne i vores forespgrgsler, men tilgengeeld
skal vi garantere at de forbliver sande nar vi udfgrer opdateringer. Nar vi designer
datastrukturer er der et samspil mellem at foresla nye invarianter og at tjekke at
de effektivt kan vedligeholdes ved opdateringer og er tilstraekkelige til effektivt at
besvare forespgrgsler. Vi har lgst vores datastruktursproblem nar vi har fundet en
mangde “gode” invarianter som balancere de to sider.
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Preface

During my undergraduate studies in Computer Science I have always been fascinated
by many of the elegant and simple data structures shown to us in our algorithms
courses, which have also popped up in other courses as well. I clearly remember, when
solving exercises in courses, that coming up with a solution to an algorithmic problem
was often very difficult and the reference solutions often occurred as completely black
magic to us - a common phrase of ours in those days was “how did they come up
with that idea?”. It is needless to say that I was intrigued by algorithms design and
analysis, and when I decided to take a PhD, it was obvious which topic I would
choose to do research in.

Within algorithms and data structures there are static and dynamic structures.
The dynamic data structures have always been the most interesting and intriguing to
me, since many problems in the real world are naturally dynamic. The deep interplay
between inherent problem structure and the formulation of invariants has always
fascinated me and I wanted to help contribute to this area of research.

This thesis is divided into four Chapters. The first chapter is an introduction to
the thesis and the universal tool of invariants, then I define the computational models
that our data structures fall within, the problems that we solve and lastly I describe
some of the existing data structures and techniques which we use or build upon. The
next three Chapters contain the technical contribution of our work and my PhD, the
Chapters are, in order, about: Implicit Working-Set Dictionaries, Catenable Priority
Queues with Attrition and Dynamic Planar Skyline Queries.

Bibliography of included work

The bulk of the work in this thesis first appeared in the following three papers of
which I am a co-author:

[BKRT10] Gerth Stelting Brodal, Casper Kejlberg-Rasmussen, and Jakob Truelsen.
A cache-oblivious implicit dictionary with the working set property. In
International Symposium on Algorithms and Computation (ISAAC),
volume 6507, pages 37-48. 2010

This paper defines the moveable dictionary in Section 2.1 and is the first paper to
present an implicit working set dictionary.

[BKR12] Gerth Stglting Brodal and Casper Kejlberg-Rasmussen. Cache-oblivious
implicit predecessor dictionaries with the working-set property. In Sym-
posium on Theoretical Aspects of Computer Science (STACS), volume 14,
pages 112-123. 2012

This paper extends the ideas of my first paper and achieves the working set bound
not only for searches, but also for predecessor and successor queries. The working
set dictionary of this paper appears in Section 2.2.



[KRTT*13] Casper Kejlberg-Rasmussen, Yufei Tao, Konstantinos Tsakalidis, Kostas
Tsichlas, and Jeonghun Yoon. I/O-efficient planar range skyline and at-
trition priority queues. In Proceedings of ACM Symposium on Principles
of Database Systems (PODS), pages 103-114. 2013

This paper defines the catenable priority queue with attrition, that appears in Chapter
3, and uses it to give dynamic skyline structures for top-open and 4-sided queries. We
also show lower bounds in that paper implying that our 4-sided structure is optimal.
The skyline results appear in Chapter 4. This paper also optimally solves skyline
queries in the static setting, but those results are not covered in this thesis.

I have only included the parts, from the above three papers, of which I have been
a major contributer in the research and writing process. Hence I have left out parts
of the papers that I have not been a major contributer to. I have included two small
results, as an exception to the previous, as the results complement and complete the
other results in the thesis.

Disclaimer

Our last paper [KRTT*13] is a merge of two manuscripts the first by Kostas Tsakalidis,
Kostas Tsichlas and me, and the second by Yufei Tao and Jeonghun Yoon. On request
from Tao and Yoon, I wish to make it clear that Lemma 4.3 and Section 4.2 in
this thesis are written based on Lemma 9 and Subsection 5.2 of the full version
of [KRTT*13] which are the work of Yufei Tao and Jeonghun Yoon, and are included
in this thesis as the results are heavily based on our dynamic top-open structure
from Section 4.1 and the point and query set in Subsection 4.3.1 of this thesis.
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Chapter 1

Introduction

The theory of data structures considers the compact representation of data in a
computer such that questions, also called queries, can be answered about the data
efficiently. The data can be anything, but most often it is a collection of strings
and numbers, and in many cases the data can be considered as a vector of values.
The queries can also be anything, but common queries are “what is the name of
the person with this phone number?” or “give me the names of all the persons aged
between 25 and 60 years earning between 25.000 and 45.000 DKK a month”. The
first query is an example of a membership query on a dictionary, which asks for
the value that corresponds to a certain key. The second is an example of a range
query, where we want all the persons who fulfills some range of requirements. If we
do not need to update the data, the problem is called static. If we need to update the
data the problem is called dynamic. The data structuring problem is to construct a
compact representation, that can answer queries fast. If the problem is dynamic the
data structure should also perform updates fast. A data structure gives a solution to
a problem within certain time bounds, so we call a data structure an upper bound. A
natural question now arises: what is the best possible bounds that a data structure for
a given problem can have? To answer such a question, we need to make a statement
that out of all possible data structures, even those that no one has ever thought of
yet. We want to give a proof that no one can do better than a given time bound. Such
a proof is called a lower bound. Since we need to make a proof that says something
about all possible data structures, also those we have not thought of yet, we need
some assumptions about these data structures to give any non-trivial lower bound.
This is where computational models comes into play.

A computational model defines what parameters are available to an algorithm
and which operations the algorithm is allowed to use. A good model is very simple,
i.e., it has few parameters and operations that the algorithm is allowed to use, yet
it models the capabilities of our computers well enough to give good performance
predictions. A simple model is easier to reason about in proofs when making logical
reasoning, but it might not represent the capabilities of computers very well. On
the other hand a very detailed model can represent the computers very well, and
give very accurate time bounds, but it will be difficult to argue about it, because of
the vast amount of parameters and operations available. As a result of these two
naturally contradicting properties of a good model, we have many different models of
computation, that model different aspects of computers. The result of this is two-fold.
Firstly, since each model is reasonably simple, we can devise lower bounds for it.
Secondly since each problem poses different challenges, e.g. some problems are so big
that they do not fit in memory which makes disk input/output critical and not CPU
time, while others do fit in memory so only CPU time is important, we choose the
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Figure 1.1: Finding the best car offers of a continuous stream of cheaper offers. To the
left we receive an offer for car ¢y and to the right we update our stack accordingly.

model that addresses these challenges. So, this means that whenever we look at a
problem, we first need to decide which computational model is most relevant for the
problem, then using the operations and following the restrictions of the model we
can design data structures for the problem. Naturally, one problem can have different
complexities in different models, but they are of course related due to the inherent
structural complexities of the problem.

The complexity of data structure problems vary greatly from problem to problem,
for example solving graph connectivity on a static graph is very simple by numbering
each vertex of different connected components using a breadth-first-search. That way
we can determine if two vertices are connected by just looking at their component
number. On the other hand, if we allow changes to the graph by deleting and adding
edges dynamically, then the problem becomes really difficult and solutions are yet
to be found that are anywhere near optimal. Another example is the dictionary
problem, where in its simplest form we just want to test for membership of elements
in a set in the static setting. If we allow insertions and deletions of elements, the
problem complexity stays the same in most models. Also many problems which
might seem to be different, are in fact just the same basic problem in disguise. We
can call these problems the core problems. The hardness of a problem comes from
the structural complexity of the core problems within it. One way to solve the core
problems is to investigate different properties of the problem, and make observations
on it that state logical predicates on and implications for the problem. We use these
observations to formulate invariants, which are conditions of the data structure that
we are designing that will always remain true. Now having formulated a set of “good”
invariants, proving correctness and time complexities of our data structures is usually
easy, as we can rely on the invariants to always be true, and then use their properties
to make our proofs based on structural induction. As an illustration of a problem
and an invariant which directly gives an elegant solution, we can take the following
problem:

“We are looking to buy a new car, and of course want the best quality we
can get for our money. Since production costs of cars fall all the time,
but quality always fluctuates, we know that the price of every new offer
will always decrease, but the quality varies. We want to keep the set of
all offers which have the best price and quality simultaneously”.

The dynamic data structure problem is to maintain the set of best offers, while
we continuously receive new offers. We notice a property of the problem. Given cars
c1 and co with prices ¢;.p and qualities ¢;.¢q fulfilling ¢;.p < co.p and ¢1.q > co.q,
respectively, we can eliminate ¢y from our list of offers to select from, since ¢; is



always better no matter how we value price versus quality. See the left of Figure 1.1.
We now keep a stack of best offers, and make the stack fulfill the following invariant:
the cars in the stack are sorted simultaneously by quality and price. The car in the
bottom of the stack has the highest quality and price and the car in the top has
the lowest quality and price. The stack keeps the currently best offers and when we
receive a new one, the invariant dictates that we remove all the top cars, which have
a lower quality than the new offer, as we already know that the new offer is cheaper
than any of our current offers. Then we add the new offer to the top of the stack,
see the right of Figure 1.1.

Invariants really are the glue of dynamic data structure design, as they are
immensely useful when proving correctness or time bounds of the data structure,
because we can just do a structural induction proof of the different cases that the
invariants define. The big difference between static and dynamic problems is that for
static problems we ourselves can define the order that we process the input data and
build our data structures in. Whereas for dynamic problems we have no control over
which data is inserted or deleted and when queries are asked, so here the invariants
give us a set of rules to follow in designing our procedures to handle the updates
and queries.

Now the big question of course comes to mind: “which invariants are good for my
problem?”. This is where the hard work lies and where the ingenuity, experience and
skills of the researcher comes into play, because identifying the right invariants to
solve a given problem, requires that one understands the problem and can identify
the right structural properties to solve it. We look at the problem and the properties
that we have observed and proved about it, then we suggest a set of invariants and
then we see if we can maintain them for all the update and query procedures of the
problem. If we have a “good” set of invariants, then we can efficiently maintain them
for all update procedures and the invariants are strong enough to make us able to
answer the queries efficiently. But if we have not found a good set of invariants, then
we cannot guarantee that all invariants are true after running some of the update
procedures or the invariants are not sufficient to be able to answer the queries. The
whole process is very similarly to packing a suitcase with clothes and other usefulness
before traveling. We poke something in, that is sticking out of the suitcase, but then
something pops out somewhere else. We poke it back in and yet again something pops
out. Now if the suitcase is not too filled, i.e., the problem at hand is actually solvable
within the desired time bounds, we will eventually succeed in stuffing and closing
the suitcase, and hence solving the problem, but it will take a long time of poking.
Once the right invariants are found, formulating the algorithms to modify and query
the data structure is usually easy or even trivial, and the invariants comprise the
heart of the solution, the actual implementation is usually just details. Discovering
the right invariants is a long and tedious road of trials and errors, and it can take a
long time until a good set of invariants are discovered. Often our failures also gives
us insights that we can use in our next attempt at a good set of invariants. The only
hope we have while walking the path is that out of all the ideas and all the failures
ahead we only need one set of invariants that work, and this is the light ahead the
tunnel that drives us!

In the rest of this thesis we will present new dynamic data structures for dis-
tribution sensitive dictionaries in Section 1.2 and Chapter 2, priority queues with
attrition in Section 1.3 and Chapter 3 and skyline structures along with a few lower
bounds for skyline structures in Section 1.4 and Chapter 4. All our structures will
be efficient in the external memory model and our dictionaries will also be efficient
in the cache-oblivious and implicit models. In Section 1.1 we formally define the
computational models, and in Sections 1.2-1.4 we survey previous work and state
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our contributions within each problem area. In Section 1.5 we recall previous data
structures and techniques which we use or modify in our data structures before
presenting our solutions in Chapters 2—4.

1.1 Models

In this section we will formally define the models we work under in our results. We
use many different models because they all have benefits and drawbacks as they
address different characteristics of our computers in relation to the two naturally
contradicting parameters of simplicity and modeling the hardware accurately. The
models are the classical random access machine, the implicit model, the pointer
machine and the functional pointer machine which all are concerned with counting
the number of internal memory accesses and CPU instructions used. The last two
are the external memory model and the cache-oblivious model which are concerned
with counting the number of external memory accesses, as these operations are a
million time slower than internal memory accesses and executing CPU instructions.

1.1.1 Word Random Access Machine

The Word Random Access Machine — in short the RAM model — consists of an
infinitely large memory divided into words that are w bits long and is based on the
von Neumann computer architecture [vIN45] that all of todays computers use. A
data structure is stored in these words and the content of a word can be considered
as either an integer, a bit pattern, or an address — commonly called a pointer — of
another word. The space usage of a data structure storing n elements is S(n) if
S(n) words of memory are used. Memory management is not considered in this
model, but we implicitly assume that it takes place behind the scene so that the
words used have addresses in [S(n)] = {0,...,S(n) — 1}. See Figure 1.2. It is
always assumed that a word can store a pointer to any other word that would
be relevant for the data structure in question, and it is commonly assumed that!
w = Q(logn). This assumption also ensures that any of the words in [S(n)] can point
to any other word in [S(n)] as long as S(n) = n®M| i.e., the data structure uses at
most polynomial space. The operations on words are: integer comparisons (<, =, >),
arithmetic (+, —, *, /) and bit-wise operations (AND, OR, XOR, NEG and shifts), i.e., the
standard word operations found in any modern programming language.

All operations can be performed in constant time, and the query time Q(n) and
update time U(n) on a data structure are equal to the number of word operations
and words accessed — e.g. by following pointers — performed during the query or
update.

|57 ] ¢ 42] &[84]-cc] dfo4] 4 ]S [5]7[69]42] 9 [84]--[12]0a] 7]
0 5(n) 0 n—1
Figure 1.2: Random Access Machine. Figure 1.3: Implicit.

INotice that all logarithms written as logy = are log, max(b, ) and when we omit the base b
then b = 2.
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1.1.2 Implicit

The Implicit model, first defined by [MS79], is a restricted version of the RAM model.
The restrictions imposed are that S(n) = n, i.e., the data structure only consists of a
single array at addresses [n] = {0,...,n— 1} storing the input elements. Furthermore
the data structure is not allowed to change the content of any words, but it is allowed
to swap two words. See Figure 1.3. At first this seems like a very limited model,
but since there are n! different permutations of the n input elements in the array
storing them, we can encode log(n!) = ©(nlogn) bits of information by selecting the
appropriate permutation to store our data structure in. To utilize this encoding of
information, it is necessary to be able to distinguish elements. So it is often assumed
that all the input elements are distinct, which enables us to store ©(nlogn) bits of
information.

When performing operations on the data structure an additional O(1) words are
allowed to be used to store temporary information. But after the operation ends,
these additional words are erased, so only the single array of the input elements is
stored between operations. Time usage is counted like in the RAM model as the
number of word operations and accessed words.

1.1.3 Pointer Machine

The Pointer Machine — in short the PM model — introduced by [Tar79] consists
of a set of nodes which points to each other. In other words any data structure is
considered as a directed graph G = (V, A) where the nodes of V store an input
element or a constant amount of information in the form of integers, booleans or
pointers to other nodes. The arcs A represent the pointers from nodes to nodes. Each
node is constrained to point to at most a constant number of other nodes, and one
node e € V is designated as the entry node, which all accesses have to go through.
The space usage is the size of G which is V| as each node contains a constant amount
of information. See Figure 1.4.

Any update or query operation always starts at the entry node e and any other
node to be visited, has to be found by traversing pointers from e or a node reachable
from e. Updates change the information in each node or create new nodes and queries
read the information in each node and follow pointers. The time usage is the total
number of accessed or created nodes during the query or update operations.

Figure 1.4: Pointer Machine. Figure 1.5: Functional Pointer Machine.

1.1.4 Functional Pointer Machine

The Functional Pointer Machine — in short the FPM model — is based on the
paradigm of functional languages as motivated in [Bac78, Hug89]. The Functional
Pointer Machine is a restricted version of the pointer machine model where it is
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not allowed to change nodes in V' after they are first created, i.e., side-effects are
disallowed exactly as in functional languages. This restriction turns out to be of
little annoyance but of great benefit in achieving desirable properties of the data
structures created which are also highlighted in [KT96, KT99]. See Figure 1.5.

The benefits are that all data structures created are automatically confluently
persistent, which is the most general form of persistence. The other forms of persistence
are full persistence and partial persistence. A normal ephemeral data structure does
not keep track of past versions. When an update is made in an ephemeral data
structure, the current version is destroyed and only the new version remains. The
version graph of an ephemeral data structure is just a single node. A partial persistent
data structure can query all past versions, but only make updates to the current
version. The version graph of a partial persistent data structure is a list, where we
can query any version, but only change the latest version, which adds another node
to the version list. A full persistent data structure can query and update all past
versions. The version graph is a tree, and updating a past version creates a new leaf
on the tree. A confluently persistent data structures can query and update any past
versions, but moreover, we can also combine any past versions into new versions.
The version graph is a DAG.

The only real annoyances of the functional pointer machine model is that it is
impossible to make assignments, hence we cannot create cycles in the data structure
graph G, i.e., G will always be a DAG, since we can never change a node after it is first
created. This restriction implies that some data structures, say e.g. double-linked lists,
are not possible to create within the model, but alternatives which are significantly
more complex to create, having the same complexities are often possible, e.g. to use
catenable deques [KT99] instead.

1.1.5 External Memory

The External Memory model also called the Input/Output model — in short the EM
or I/O model — was first defined in [AV88]. It consists of a CPU that works on an
internal memory of M words and an external memory of infinite size divided into
consecutive blocks of B words each. The CPU can only work on data in internal
memory, but data can be moved back and forth between internal and external memory
in I/0s, each I/O moving B words at a time. Since I/Os are significantly slower
than CPU instructions, CPU time is considered to be for free and we only count the
number of I/Os used. See Figure 1.6.

The space complexity of a data structure is measured as the number of blocks
used in external memory. The computational complexity is the number of I/Os
performed. An efficient data structure tries to batch words together when doing I/Os
so that the average cost of moving a word in or out of external memory is O(1/B)
I/Os instead of the naive O(1) I/Os.

Internal External

CPU rIrrllgregg%}; l;]ﬁ(etg&a;l CPU Ll ; L2 ; L3 { IEmOry | memory

w B 8 w B D B, Bj By Ej
M My My | My | My

Figure 1.6: External Memory. Figure 1.7: Cache-Oblivious.
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1.1.6 Cache-Oblivious

The Cache-Oblivious model — in short CO model — which first appeared in [FLPR99]
defines a hierarchy of memory levels My, ..., M, and block levels By, ..., By. See
Figure 1.7. The data structure is oblivious to which level 1 < i < £ we are working on
and therefore is not allowed to know neither B; nor M;. Hence the data structure is
phrased as if it was for the RAM model, but is analyzed in the EM model where B and
M are parameters of its asymptotic complexities. So an efficient data structure in the
cache-oblivious model is efficient for all values of B and M and hence simultaneously
achieves the same asymptotic space and I/O complexities on all levels 1 through ¢ of
the memory hierarchy.

Having defined the models of computation used in this thesis, we will now define
the problems we are going to solve, survey previous work about each problem area
and state our research contributions.

1.2 Distribution Sensitive Dictionaries

In the dictionary? problem [CLRSO01, Part III, especially Chapter 10] we store a
dynamically changing set S of totally ordered elements in the comparison model and
want to support search?, predecessor and successor queries on S. To be specific we
want to support the operations:

e Insert(e) — inserts element e into the dictionary storing S, i.e., change S to
become S U {e}.

e Delete(e) — deletes element e from the dictionary storing S if it exists, i.e.,
change S to become S\{e}.

e Search(e) — returns a boolean telling if e is in the dictionary storing S, i.e.,
returns true iff e € S.

e Predecessor(e) — returns the largest element smaller than e if it exits, otherwise
—oo is returned, i.e., returns max{e’ € SU{—oo} | e’ <e}.

e Successor(e) — returns the smallest element larger than e if it exits, otherwise
oo is returned, i.e., returns min{e’ € SU {oo} | e < e'}.

There are countless implementations of dictionaries in many different models. In the
PM model AVL-trees [AVL62], Red-Black-trees [Bay74] and (a, b)-trees [AHUT74, sec.
4.9] are the most well known implementations which support all operations in worst-
case time O(logn).

In the RAM model the best solutions solve the dictionary problem when the
keys are integers in a universe of size m and we generally assume that n < m, i.e.,
we are not in the comparison model in this case. In [vVEB75] van Emde Boas give a
structure using O(m) space and supporting all operations in O(loglogm) time. This
result is optimal as shown by Patragcu and Thorup [PT06]. Later Willard [Wil83]
improved the space when the dictionary contained significantly less than m elements,
i.e., n < m to use O(n) space and still support all operations in O(loglogm) time.

In the Implicit model there has been a continuous development of implicit
dictionaries since the sixties. The first milestone was the implicit AVL-tree [Mun86]
having bounds of O(log? n). The second milestone was the implicit B-tree [FGMPO02]

2The variation presented here supporting predecessor and successor queries is also often called
the predecessor problem.
3 Also often known as membership queries.
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having bounds of O (é‘;ﬁi;ﬂ) the third was the flat implicit tree [FGO06] obtaining

O(log n) worst-case time for searching and amortized bounds for updates. The fourth
milestone is the optimal implicit dictionary [FG03] obtaining worst-case O(logn) for
search, update, predecessor and successor operations.

In the EM model the most famous dictionary implementation is the B-tree [BM72]
which support all operations in worst-case O(logg n) I/O’s. If we can batch searches
together we can get much better amortized bounds by using the Buffter-tree by
Arge [Arg03]. The Buffer-tree supports updates and batched searches in O(4 log M %)
amortized I/O’s per operation.

In the CO model there are many different dictionary implementations, [BCR02,
FGO03] give implementations that support all operations in O(loggz n) 1/0’s worst-case.
The data structure of [FGO03] is even implicit, which we will use in our contributes
to distribution sensitive dictionaries. Like in the EM model if we are satisfied
with amortized bounds [BDF*10] supports predecessor, successor and searches in
O(Llogp =) worst-case I/O’s and updates in O(—51— logg %) amortized 1/O’s for
0 < € < 1. Unlike for example the B-tree and the Buffer-tree none of the structures
in [BCR02, FG03, BDF'10] support range queries, but there are structures like
[BDIW02] which support searches in O(logp n) and range queries in O(logg n + %),
but only updates in O(loggn + log? %)- Getting the updates down to optimal
O(logg n) 1/Os while supporting range queries in O(logg n + %) 1/Os worst-case is
a big open problem in the CO model.

If the access sequence does not follow a uniform distribution, we can often give
better amortized bounds for search, predecessor and successor queries. Dictionaries
that give better amortized bounds for an access sequence are called distribution
sensitive dictionaries. There a many different distribution sensitive properties. In
the following we will define the most popular properties. Before the definitions of
the properties we need to define the working set number and the rank distance.

Definition 1.1 (Working Set Number). Let e € S and assume that there have been
accesses to L. distinct elements different from e, since we last accessed e. Then £, is
the working set number of element e.

The working set number £, tells when element e was last searched for. See Figure
1.8, where element h has a working set number of 3, then we search for h and it gets
a working set number of 0, and the working set number of all elements that had a
working set number less than 3 now increase by 1. So the working set number of g, k
and a increase by 1.

Le: 1 2 3 4 5
|g|k| R it 012 3 45
J,Searche J, E ﬂ
le: 2 3 45 emf
- W
Figure 1.8: Working Set Number. Figure 1.9: Rank Distance.

Definition 1.2 (Rank Distance). Let e, f € S then
ds(e,f) =|{e"€ S|e<e < [}

1s the rank distance between elements e and f.
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The rank distance dg(e, f) between two elements e and f in S is simply the
number of elements between them in rank space, see Figure 1.9, where there are two
elements a and h between e and f so dg(e, f) = 2. Now with the working set number
and rank distance defined we can define the distribution sensitive properties.

Definition 1.3 (The Working Set Property). Accessing element e takes O(log{.)
time.

An example of an access sequence of length m > nlogn that will take total
time O(m) if searching satisfies the working set property, is the sequence A; :
1,2,3,...,n,1,n,1,n,...,1,n. The accesses to 1 and n will take O(1) time as they
have working set number at most 1. But there are also access sequences where a work-
ing set dictionary performs bad on, say A5 :1,2,3,...,n,1,2,3,...,n,1,2,3,...,n.
Every time we search for an element e in this sequence it will have working set
number ¢, = n as we only accessed it n accesses ago, even though we are accessing
an element that is only one position away in key space from the previously accessed
element. So the total time to execute Ag is O(mlogn).

There are many structures having the working set bound. In the PM model
the Splay-tree [ST85], the working set structure [lac01] additionally has worst-case
O(logn) bounds, the skip-list [BDL08] and B-tree variants [BDLO0S8], which also
all have the working set bound. The B-tree is also I/O efficient, giving bounds of
O(logg £c) in the EM model. Bose et. al. [BHMO09] give randomized bounds that are
very space efficient, although not implicit as they use O(loglogn) additional space.

Definition 1.4 (The Static Finger Property). Assume that there is some fized ele-
ment f € S that we call the finger. Then accessing element e takes time O(logdg(e, f)).

There are not many structures that attain only the static finger property, most
achieve the stronger dynamic finger property, defined next, and are in the PM model
and a few in the RAM model. In the Implicit model [BNT12] give a structure that
is in between, having the dynamic and static finger search property. It supports
finger search relative to a static finger f in O(logds(e, f)) time and furthermore
supports changing the finger in O(n¢) time. They also prove a lower bound showing
that this is optimal in the implicit model, but their lower bound breaks down if we
allow just one extra word of memory to be stored between operations. Iacono [Iac01]
notices that the static optimality property (which will be defined shortly) implies the
static finger property and that the working set property implies the static optimality
property. So any dictionary with the working set property or the static optimality
property also has the static finger property.

Definition 1.5 (The Dynamic Finger Property). Assume that we accessed element
f, which we call the finger, just before accessing element e. Then accessing element
e takes time O(logdg(e, f)), and e now becomes the new finger f.

The sequence A, from above will take O(m) time to execute if searching satisfies
the dynamic finger property as all elements accessed are only one position away from
the finger, which is the previously accessed element. The sequence A; on the other
hand will take O(mlogn) time as 1 and n have O(n) positions in difference in key
space.

In the PM model there are many implementations based on different search tree
implementations, [GMPR77] and [HMS82| use B-trees as their base structure, [Tsa85]
use AVL-trees and all get the finger search bound of O(log dg(e, f)) in the worst-case.
The Splay-tree [ST85], which is a binary search tree, only gives amortized bounds.
Fleischer [F1e93] support updates in O(log* n), this is improved by Brodal [Bro98]
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who give a near optimal result of O(1) insertion and* O(log" n) deletion and improves
them to both be O(1) in [BLM102].

In the RAM model [DR94] support finger searches in O(logdg(e, f)) and updates
in O(1) i ime. This was later improved in [AT00] to support finger searches
in O( %) time and updates in O(1) time, which is optimal.

In the Implicit model there only exist one result for finger search [BNT12] as
mentioned before. In the EM model the results [GMPR77] and [HM82] use B-trees,
and hence also give I/O efficient bounds here. In the CO model Bender et. al. [BCR02]
give a dictionary supporting finger search in O(log* ds(e, f) + logg ds(e, f)) 1/O’s
and in [BDIWO02] they improve the bound to O(logg ds(e, f)).

The unified property, which was first defined by [lac01], combines the working
set property and the dynamic finger search property.

Definition 1.6 (The Unified Property). Accessing element e takes time
O( in({ +d )
(log min(ls + ds(e, f)))

There are not many structures that have the unified property, in the PM model
[Tac01] give a static structure having the unified bound. This is later extended to be
dynamic in [BD04] having the unified bounds for search and insert, but for delete
the bound is O(logminses(¢ + ds(e, f)) + loglog |S]). This extra additive term for
delete is later removed in [BCDI07] which attain the unified bound for all operations
search, insert and delete. It is also noteworthy to mention that it is not proved
that Splay-trees [ST85] have the unified bound as stated in Definition 1.6. The
unified theorem in [ST85] is a combination of the working set, static finger and static
optimality theorems, and hence does not capture the dynamic finger search property.
But in [Tac01, BCDI07] they conjecture that Splay-trees [ST85] do have the unified
property stated in Definition 1.6.

In the EM model the structures in [BD04, BCDI07] can easily be extended so
the logarithm is base B, i.e., if [BCDI07] is extended to the EM model the bounds
of all operations would be O(logg minges(¢f + ds(e, f))). There are currently no
structures in the RAM, Implicit nor CO model that attain the unified bound.

Definition 1.7 (The Static Optimality Property). Let q(e) be the total accesses to
element e € S. Then all accesses take a total time of

o Z q(e) 1og% , where m = Zq(e).

e€S,q(e)#0 ecsS

For static optimality there has been a lot of work in the seventies and eighties,
the most major results are in [Knu71, AM78,FT83,BST85,ST85]. In the PM model
Knuth [Knu71] gave a dynamic programming algorithm to construct an optimal
binary search tree for S in O(n?) time given the access frequencies of each element.
This search tree is optimal and not just a constant factor off like later result, but it is
only for a static set S. In the PM model [AM78] give a dynamic structure attaining
the optimal bound within a constant factor without knowing the access frequencies
nor estimating them. They use a specific update heuristic, which they prove give
the bound of O} ¢ ey 20 1(€) 10g 7¢&). In [BST85] they estimate the weights and
again get the optimal bound within a constant factor, in [ST85] the famous Splay-tree
also get the optimal bound within a constant factor, again with a heuristic, so they
do not estimate the access frequencies. In the EM model the structure of [BST85] is

4Let log(® n = log(log@*l) n) for ¢ > 1 and log(® n = logn, then log* n = min{i| log( n < 1}.
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extended to work for B-trees in [FT83] giving bounds of O(3_.c 5 ()0 4(€) log %)
There are no previous structures in the Implicit nor CO model that have the static
optimality property. But since the working set property implies the static optimality
property [lac01], any working set dictionary will automatically also have the static
optimality property.

Contrary to the static optimality property the dynamic optimality property is
defined within a model of supported operations and structural constraints. In such a
model, we want to obtain bounds that are within a constant factor from the optimal
number of operations. The most commonly defined and used search models are:

Definition 1.8 (Search Models). Before any access a finger is initialized at the root

of the structure, which can be considered to be a graph with update operations as
defined:

e [In the binary search tree (BST) model the unit-cost operations are following
pointers and performing rotations.

e In the multi-way branching search tree® (M WBST) model the unit-cost oper-
ations are following child- or sibling-pointers, and performing splits and joins
of nodes.

e In the skip-list (SL) model the unit-cost operations are following forward-,
backwards-, parent-, or child-pointers and incrementing or decrementing the
height of elements.

We are now ready to define the dynamic optimality property.

Definition 1.9 (The Dynamic Optimality Property). Let OPTy(X) be the mini-
mum number of operations needed to perform the access sequence X in model M. An
algorithm A is dynamically optimal if it uses O(OPTy (X)) operations to perform
the access sequence X in model M.

In the search for dynamically optimal structures, the most effort has been put
into the BST model. For the MWBST and SL models optimal structures are given
in [BDLO08]. Optimal structures for the BST model remains to be found. It is
conjectured in [ST85] that the Splay-tree is dynamically optimal, and much effort
has been put into trying to prove it, but there has been no success yet. But many
other interesting properties have been proved for Splay-trees i.e., the dynamic finger
conjecture [CMSS00, Col00] the sequential access bound [Tar85, ST85], there are
also some lower bounds for binary search trees with rotations by Wilbers [Wil89].
In [DHIP07] Demaine et. al. give a dynamic search tree that is a O(loglogn) factor
from being dynamically optimal and in [DHIT09] an interesting equivalence is made
between binary search trees with rotations and a 2D point set. All these upper and
lower bounds are all for the PM model and there has not been put much effort into
the other models, i.e., RAM, Implicit and CO. In the EM model [BDLO0S8] give a
dynamically optimal B-tree which is optimal both in internal and external memory.

1.2.1 Owur Contributions

In Chapter 2 we present the first working set dictionaries, in the implicit model,
supporting search, predecessor and successor queries within the working set bound.
In [BKRT10] we give the first implicit working set dictionary supporting search
within the working set bound, but unfortunately predecessor and successor queries
have bounds of O(logn) time and O(logz n) cache-misses. In [BKR12] we improve

5The fanout of a node is unbounded, i.e., there is no bound of the number of siblings.
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upon [BKRT10] by also supporting predecessor and successor queries within the
working set bound. The moveable dictionary from [BKRT10] appears in Section
2.1 and the working set dictionary from [BKR12] supporting all queries within the
working set bound appears in Section 2.2.

In Section 2.1 we show how to make the dictionary of [FGO03] moveable, i.e.,
supporting the operations of move-left (and move-right), which moves the dictionary
occupying memory addresses [i,j] to [i + 1,5 + 1] ([¢ — 1,5 — 1]). We do this by
treating the structure of [FG03] as a black box, and hence our construction is general
and can be applied with other implicit structures inside, say an implicit binary heap.

Our dictionary in [BKRT10] is in addition to being implicit also cache-oblivious.
We support insert, delete, predecessor and successor operations in O(logn) time and
O(logp n) cache-misses and searches in O(log¥.) time and O(logy £.) cache-misses.
We obtain the results of [BKRT10] by combining many existing ideas; we use the
double exponential layout to make it easy for us to code numbers and pointers, we
make a moveable version of [FG03] and use this as a black box inside our structure,
lastly we implicitly maintain an estimate of the working set number of each element,
which enables us to give the bounds for search. We make our estimate by having
m = [loglogn] blocks where the i"th block has size O(22") and within each block we
divide the elements into three groups which enables us to estimate the working set
number of each element. In block ¢ we have the groups L;, C; and R;. All elements
in L; have a working set number of at least 22171, all elements in C; have a working
set number of at least |L;| and all elements in R; have a working set number of at
least 22", For i < [loglogn] we have that |L;| + |R;| = 2%". The idea is that when
we search for an element we find it in block i and have spent 2¢ = O(log{,) time to
find it. We remove the element e from block 7 and insert it in Lg in block 0 which
overflows, then we move an element from Ry into Ly which overflows block 1 and so
on until we eventually put an element back into block i and fills the hole we made
when removing e.

m o o eeee m — e

Block
Block
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e 00 o0 o O 00 00 o0 o

Key space Key space

Figure 1.10: Working set estimate of Figure 1.11: Intervals idea of [BKR12].
[BKRT10].

The problem with the scheme of [BKRT10] for predecessor and successor searches
is that if we search for the predecessor of, say e, then we have to look through all
blocks i = 0,...,m to be sure that we found the predecessor of e as it might lie in
any level 7, see Figure 1.10.

Our dictionary in [BKR12] improves upon [BKRT'10] by also making the predeces-
sor and successor operations run within the working set bound, i.e., in O(log £.+) time
and O(logg le+) cache-misses, where e* is the predecessor and successor, respectively,
of the element given in the search. The essential idea in getting these better bounds is
to view the elements as points in 2D space and then introduce the notion of intervals
defined over the points. The horizontal axis is the key space and the vertical axis is
the working set estimates of the points, see Figure 1.11. We introduce the notion of
intervals, and a scheme for maintaining them implicitly. We partition the key space
into a set of disjoint intervals of which their union gives the whole key space, we use
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some of the elements to encode the intervals, see Figure 1.11. Each interval lies in
exactly one block/level ¢, and hence when we find the block/level ¢ which contains
an interval that is intersected by e, then we have found the predecessor of e and are
guaranteed that we do not need to look any further in any higher block/levels. The
intervals idea is further described in Section 2.2.

1.3 Priority Queues with Attrition

In 1989 Sundar [Sun89] introduced the priority queue with attrition, termed a PQA.
A PQA Q is a first-in-first-out queue where each element e also has a priority or
key®. A PQA @ supports the following operations:

e Find-Min(Q) returns min(Q).

e Delete-Min(Q) returns min(@) and removes it from Q. The resulting PQA is
Q' = Q\{min(Q)} and the old @ is discarded.

e Insert-and-Attrite(Q, e) inserts element e at the end of @ and attrites all elements
e’ € @ that have a larger key than the key of e. The resulting PQA is Q' = {¢’ €
Q| e <e}U{e}, and the old @ is discarded. The elements {e’ € Q | ¢/ > e}
are said to be attrited.

The important difference from a normal FIFO queue and a normal heap is the concept
of attrition, i.e., that the insertion of a new element e into @ can delete - also called
attrite - existing elements in @@ which have a higher or equal key to that of e, see
Figure 1.12. The black point with white center is the minimum element of the PQA
and will be returned by Find-Min and Delete-Min, the black point with gray center is
inserted by Insert-and-Attrite and will attrite/delete the gray elements with higher or
equal key value in Q.
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Figure 1.12: PQA-operation effects. Figure 1.13: Concatenation of PQAs.

It might not be obvious why the attrition property of PQAs is useful but it has
many important applications. The attrition property is essential in river routing
[CS84], which is a special case of VLSI layout. Attrition also elegantly optimally
solves the problem of pagination of scrolls in [LH85], where there have been various
initial solutions [McC77,DF84]. Gajewska and Tarjan give deques with heap order
in [GT86] which implement a similarly structure to the PQA. All these results are
in the PM model. Brodal and Tsakalidis [BT11] use the PQA to solve the problem
of maintaining dynamically a 2D point set on which they can answer 4-sided and
3-sided top-open orthogonal range queries. Their results are in the PM and RAM
model.

6We will not distinguish between an element and its key, and we will use the symbol e of the
element to denote both.
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PQAs can also be viewed as storing points in 2D. Given two points p, g € R? lets
say that p dominates” ¢ iff p, > g, and Py < qy. If we only want the undominated
points (also called the skyline points) of a point set P then we can just build a PQA
over all p € P where p, is the insertion order and p, is the key. Another useful
operation on PQAs in relation to computing skyline points is the concatenation
operation, see Figure 1.13:

o Catenate-and-Attrite(Q1, Q2) appends Q2 at the end of Q1 and attrites elements
in Q7. The resulting PQA is Q' = {e € Q1 | e < min(Q2)} U Q2, and @, and
(s are discarded.

If we assume that all the PQA operations are non-destructible® then we can build
an (a,b)-tree on the z-axis over the point set P and store PQAs over the elements
in the leafs, where the key of point (z,y) is —y, and store the concatenation of the
children for internal nodes. With this simple structure we can answer 3-sided skyline
queries [z1, z2] X [y, co[ by doing as many Catenate-and-Attrite’s as the height of the
tree times the fanout, plus doing as many Delete-Min’s as the size of the skyline.
This will be explained in detail in Chapter 4.

1.3.1 Owur Contributions

In Chapter 3 we present PQAs extended to support the additional operation of
Catenate-and-Attrite. Our extension turns a PQA into a recursively defined tree
structure, these results first appeared in [KRTT*13]. Instead of having a PQA store
elements, it now stores records, where a record consists of a buffer and a pointer to
another PQA. The notion of records with their buffers allows us to make the PQA
I/O-efficient and hence in the EM model we support the operations of Delete-Min,
Find-Min, Insert-and-Attrite and Catenate-and-Attrite in O(1) I/Os and O(+%) I/Os
amortized assuming O(1) critical records are pre-loaded for each PQA.

The total space usage for a set of kK PQAs where we have performed i insertions
and d deletions is O (“52) blocks and we require that the memory size M fulfills
M = Q(kB) to guarantee the amortized bounds.

Assuming that we have spent O(1) I/Os beforehand on each PQA to maintain
some property (to be specified in Chapter 3) we show that we can catenate k PQAs
without doing any I/Os, assuming that the critical records of the PQAs are pre-loaded.
This is summarized in Lemma 3.1.

1.4 Dynamic Skyline Queries

Let p,q € R¢ be two d-dimensional points over some totally ordered domain R. We
say p dominates q if and only if Vi = 1,...,d: p; > ¢;, i.e., p has larger or equal
coordinates than ¢. For a point set P C R% we define the skyline of P to be all
undominated points of P. We want to maintain a dynamic point set P C R?, and be
able to report the skyline of QN P for a given query Q = [, £1] X - - - X [ag, Ba] € R
The domain R is most often chosen to be the set of real numbers R, a general integer
universe U = {1,...,|U|} or rank space [n] = {1,...,n}. When R is the real domain
R, it costs one time unit to compare two coordinates, where as for integer universe
U and for rank space we can use bit manipulation to compare more coordinates at
once.

"Normally domination is defined as p dominates q iff p, > ¢ and Dy > qy. We notice from
Figure 1.12 that the definition above is symmetric but different to simplify the presentation.
8Which can easily be achieved as we will see in Chapter 3.
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Skyline points find applications in databases and any kind of optimization where
we are interested in finding the vectors/points with maximal values over multiple
dimensions. One example is keeping a list of cheap and good quality cars as mentioned
in the introduction. A prominent example is the problem of choosing between a range
of products based on their price and quality, see Figure 1.14. The skyline points
are the products for which there are no other products of a lower price and higher
quality, see Figure 1.14, e.g. if we look at points p; and ¢; then p; dominates q; by
having a higher quality, and p; also dominates ¢, by having a lower price, finally p;
also dominates g3 by both having a higher quality and a lower price. If we look at p;
and py then p; has a lower price but ps has a higher quality, so we cannot say one
is better than the other unless we state how much we value a low price compared
to high quality. Skyline queries have applications not only for 2-dimensions but for
arbitrary dimensions. Another example is a tourist looking for a hotel in Bahamas.
The tourist values a low price and a short distance from the hotel to the beach, but
also wants a hotel with a high rating by other customers, see Figure 1.15, here the
skyline points or hotels are again those that are undominated by other hotels and
hence give some compromise between price, distance and rating.

Rating
min price
P * D1
q1 . b2 )
g q 1
3
‘. ! '
max price
low quality high quality \

Distance | Price
Figure 1.14: Price vs. quality of products. Figure 1.15: The skyline of hotels.

The complexity of finding the skyline of a point set is not completely known.
In [KLP75] they show that the total number of needed comparisons Cy(n) to find
the skyline of a point set P with n points is determined by the dimensionality of
the point set. For d = 1 they show that Cy(n) =n — 1, for d = 2,3 they show that
Ca(n) = O(nlogn) and for d > 4 they show that Cy(n) = O(nlog?~*n). Finally
they also show that for d > 2 there is a lower bound of Cy(n) > [logn!] = Q(nlogn).

For d = 1 the problem of finding the skyline is trivial as it only requires a scan
and a stack or list to keep the points with the maximal value. For d = 2 we can
use a PQA after we have pre-sorted the points in one dimension. But for d > 3 the
problem is not so easy.

Skyline queries have been studied extensively in the computer science literature
due to their wide range of applications to multi-criteria optimization of naturally
contradicting attributes, see [BKS01, KLP75, OvL81,FR90,Jan91, dFGT97, Kap00,
BT11,DGK'12,KDKS11,SLNX09,SSK09,ST11, BCP08, KRR02, MPJ07, PTFS05,
CGGLO05] and the references within. Within the database community general high
dimensional skyline queries have been of main interest [KLP75,SSK09,ST11,SLNXO09,
SSK09,ST11,BKS01,BCP08, KRR02, MPJ07, PTFS05], the focus there has been on
utilizing characteristics of the input data, e.g. queries on pre-sorted data [BCP0§], data
sets with low-cardinality domains [MPJ07] or characteristics of the access to the data,
e.g. streaming [SLNX09,SSK09] or how fast query results can be returned [KRR02]
or extending SQL with a skyline operator [BKS01].
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Within theory the skyline problem has mostly been studied in two dimensions
[KLP75,0vL81,FR90, Jan91,dFGT97, Kap00,BT11,KDKS11, DGK*12], both for
static point sets and dynamic point sets with various update restrictions. Kung et.
al. [KLP75] give upper and lower bounds for the number of needed comparisons to
find the skyline of a static point set. They can find the skyline in O(nlogn) time for
d=2,3 and in O(nlog??n) time for d > 4.

Two Dimensions

For two dimensions there are many variants of the general skyline query @ =
[a1, B1] X [z, B2] depending on which of the boundaries we put at +oco, this gives
rise to 7 important subcases, see Figure 1.16. Top-open and right-open queries are
symmetric and similarly left-open and bottom-open queries are symmetric. Contour
and dominance queries are captured within top-open queries and anti-dominance
queries are captured within left- and bottom-open queries. It turns out, as we will
show in Chapter 4 that anti-dominance queries are harder to answer than top-open
queries.

4-Sided Contour Dominance Anti-Dominance
Top-Open Left-Open Bottom-Open Right-Open

Figure 1.16: All the important subcases of general skyline queries.

In the setting of a dynamic point set in two dimensions using linear O(n) space,
[OvL81] gives a data structure that can maintain the skyline of a point set with a
O(log® n) time cost per update and report it in O(t) time when the skyline contains ¢
points. Frederickson et. al. [FR90] improves this to O(logn) time for insertions while
keeping the time for deletion and reporting the skyline unchanged. Janardan [Jan91]
matches the bounds of [FR90] but additionally supports contour queries, i.e., reporting
the skyline withing @ N P where @ =] — 00, f1]x] — 00, 00[. In [dFGT97] d’Amore
et. al. maintains the skyline with O(logn) updates, but they only allow changes
to the point set at the extremes on the z-axis of the point set. Kapoor [Kap00]
gives another structure that maintains the skyline with O(logn) cost per update
without restrictions on which points can be updated, but reporting the skyline takes
O(t + clogn) time where there are ¢ points in the skyline and ¢ points have been
updated since the skyline was last reported. All the mentioned results are in the
PM model. Finally Brodal and Tsakalidis [BT11] maintain a dynamic point set
P with O(logn) update costs and can report the skyline for top-open queries, i.e.,
queries of the form Q = [ay, 81] X [a2, 00[ in O(logn + t) time in the PM model and
O(log n/loglogn) updates and O(logn/loglogn + t) queries in the RAM model.
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For general two dimensional queries, i.e., queries of the form Q = [ay, 51] X [a2, B2],
on a dynamic point set, Brodal et. al. [BT11] can answer these in O(log? n + t) time
and performs updates in O(log?n) time using O(nlogn) space in the PM model.
For a static point set [KDKS11] improves the query to be O(logn + t) time using
O(nlogn) space. These bounds are in the PM model, in the RAM model [DGK'12]
give a structure taking O(nlcg’ﬁ) o7 ) space, supporting queries in O( log’fgog — + k) time
on an n X n grid, i.e., in rank space.

Higher Dimensions

There are only a few results for higher dimensions. Kung et. al. [KLP75] find the
skyline of a d-dimensional static point set in O(nlog?~ % n) for d > 3. Bentley [Ben80|
give the same bound, but in a generalized framework which solves many more
related geometric problems. Kirkpatrick et. al. [KS85] give output sensitive versions
of [KLP75]. If k is the size of the skyline then [KS85] finds it in O(nlogk) time for
d = 2,3 and in O(nlog? 2 k) time for d > 4. If the output is small for d > 4 then
they get better bounds of O(nlog? 3 k) when k2 < n and O(nlog k) when k**¢ < n.
These bounds are in the PM model, but in RAM Gabow et. al. [GBT84] are able
to do better, for d > 4 they find the skyline in O(n log?~® nloglog n) time. If the
point set follows a distribution such that each coordinate is independent from all the
others [DZ04] show that the skyline can be found in O(n) expected time. Sheng et.
al. [ST11] later extend the bound of [KLP75] into the EM model and finds the skyline
in O(% logZL_/QB %) 1/Os for d > 3. In [SLNXO09] the authors give two multi-pass
streaming algorithms that find the skyline in O(logn) passes using O(mlogn) space
and another that finds it using only w space in (’)(mk’g ) passes, both algorithms
are randomized.

1.4.1 Owur Contributions

In Chapter 4 we present the first I/O-efficient dynamic data structures being able to
answer top-open and 4-sided skyline queries. We use the PQA’s extended with the
concatenation operation in the EM model from Chapter 3 as an essential substructure
of our solutions. Our structures use O(%) blocks of space, the top-open structure
supports updates in O(logy . %) 1/Os and queries in O(log,g. % + 1) 1/Os for
any € € [0,1]. Our 4-sided structure supports updates in O(log %) I/Os amortized
and queries in O((%)€ + £) I/Os. Our top-open structure consist of an (B¢, 2B¢)-
tree with PQAs build on the leaves and on the children of internal nodes. The
concatenation operation of the PQAs makes updates and queries easy to perform.
Our 4-sided structure uses the dynamic top-open structure as black boxes inside of
it. These results first appeared in [KRTT'13], that paper also gives optimal static
skyline structures for top-open queries.

In the graph traversal framework of Chazelle [Cha90] we give a point and query set
which we use to show that any structure for the anti-dominance reporting problem in
the PM model requires Q(nlog)i gn) space if queries are supported in (’)(logo(l) n+k)
time. We furthermore use the point and query set and the indexability theorem
to give a lower bound in the indexability model which states that any structure
supporting anti-dominance queries using O(%) space must incur Q((%)+ £) I/Os
when answering a query. Hence our 4-sided dynamic structure is optimal with respect
to the query, but not the updates as it uses the top-open structure with e =0 as a
black box which gives updates taking O(log ) I/Os instead of O(logg %) I/Os.

As an open problem of [KRTT*13] we want to make the reporting term a clean
O(£) for our top-open structure. The reason why it is only O(4f=) now, is that
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the buffer size of our PQAs is b = B~¢ and the fanout of our (a, 2a)-tree which has
PQAs as secondary structures, is a = 2B€ to make sure that we can load all the
PQAs of the children in O(1) I/Os. If we increase the buffer size to be b = O(B)
we will only be able to have O(1) children, hence the update bounds and the log
term of the query will be base 2 and not base B. We also notice that if we manage
to make an optimal top-open structure supporting queries in O(logg %) I/Os and
queries in O(logp % + %) I/Os then our 4-sided structure will also become optimal
as it uses the top-open structure as a black box.

1.5 Preliminaries

In this section we will restate, for completeness, the previously known data structures
and techniques which we use or modify in our new contributions. We will describe
(a, b)-trees, due to Hopcroft [AHUT74, Sec. 4.9], and the augmentation of them with
secondary structures, priority queues with attrition due to Sundar [Sun89] of which
we will give the details which he left out of his third solution, the double exponential
layout and the functional pointer machine trick.

1.5.1 (a,b)-Tree

The (a, b)-tree is a generalization of (2, 3)-trees [AHU74, Sec. 4.9] invented by Hopcroft
in 1970 and B-trees invented by Bayer and McCreight [BM72]. They provided the
basis for the famous Red-Black tree by Bayer [Bay74]. In contrast to Red-Black trees,
(a, b)-trees only have very few invariants, and it is obvious how to maintain them.

Let a,b € N where 2 < a < b and a < %], an (a,b)-tree consists of internal
nodes and leaf nodes. An internal node contains [ keys ki,...,k; and [ 4+ 1 child
pointers p1,...,pi+1 which are ordered as p1, k1, p2, k2, ..., 01, ki, Di+1, i.e., where all
keys in child p; are larger than k;_1 for ¢ = 2,...,l + 1 and strictly smaller than k;
fori=1,...,l where a—1 <1 <b—1. A leaf node just contains a single key k. The
invariants for an (a, b)-tree are:

1.1 All internal nodes, except the root have between a and b children.
1.2 The root has at most b children.
1.3 All paths from the root to a leaf have the same length.

Let n the number of leafs of the tree and say the height of the tree, i.e., the length
from the root to any leaf, is h. From 1.1 and 1.3 we have that a” < n hence h < log,, n.
But we also need the tree to be high enough to contain all n leaves so we have n < b*
hence logy n < h. Altogether we have that log, n < h < log, n. Since 2 < a < b the
height of the tree is O(log, n) and it is balanced.

Searching and Reporting

It is easy to search for a key k in the tree. We start at the root r having keys and
child pointers p1, k1, p2, ko, . .., o1, ki, D141, we find the smallest key k; strictly larger
than k and then recursively search the tree pointed to by p;, if no such key exists
we recurse at p;+1. When we end up at a leaf, we simply return true if k is equal to
the key of the leaf, else we return false. In Figure 1.17 if we search for 7, we follow
the first pointer of the root as 55 is the smallest key strictly larger than 7. Then we
follow the second child, as 15 is the smallest key strictly larger than 7, and finally at
the leaf 7 we report true as its key is the same as the search key. To search for the
predecessor of k we do the same as for search, except at a leaf with key &k’ if &’ < k
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we report k', else we report —oo. In Figure 1.17 if we searched for the predecessor of
8 we would find 7, and if we searched for the predecessor of 4, we will end up at 5
and report —oo as the predecessor. The successor searches are symmetric.
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Figure 1.17: Example of an (2,4)-tree. Figure 1.18: Range search in an (a, b)-tree.
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If we want to do range reporting for all keys in the range [k, k,] we simply find
the two search paths 7mm and 7m, to the successor leaf si, of k; less than k, and
the predecessor leaf py of k, greater than k;, see Figure 1.18. There are O(blog, n)
subtrees hanging completely inside the range [k;, k,.]. For each subtree from left to
right we now simply do a post-order traversal of it, reporting the key of every leaf
that we encounter.

Updates

In order to update the (a,b)-tree the concepts of splitting and joining nodes of the
(a,b)-tree are essential. We will now describe the simple updates of inserting and
deleting a key k. Afterwards we will describe how to augment the (a,b)-tree with
secondary structures.

Insert(k) When inserting a new leaf e with key k we find the leaf of the predecessor
k' of k. We insert e into the parent u of k’. This might violate the degree constraint
of u so it contains b + 1 children. If this happens we will call the split procedure
for w.

5]

Figure 1.19: Splitting and joining nodes of an (a, b)-tree. Node v in the left side is
only relevant for the join procedure.

5] 5]

Split(u) Let u be an internal node with [ children. If a <1 < b we do nothing, else
if b+ 1 <[ we split u’s [ children into two groups of size g; = Léj and g = %1,
assign the first group to u and make a new node v’ which we assign the second group
to. We now insert u’ - using the insert procedure where u’ plays the role of e and
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the key k is the key before go - as u’s right sibling into w’s parent p if it exists, else
we make a new node r and make u and u’ the children of r and r will now be the
new root. See Figure 1.19.

Delete(k) We find the leaf e with key k by a search for k. When deleting e from
some internal node u, we might violate the degree constraint of uw so it contains
I < a—1 children. If u is the root node and [ > 2, this is not a problem. If « is the
root and [ = 1 then we delete v and make its single child the new root. Otherwise
we will call the join procedure on node u.

Join(u) Let u be an internal node with [ children. If ¢ <1 < b we do nothing, else
if | < a— 1 we join u’s [ children with its left or right sibling v, we assume® without
loss of generality that v is the right sibling of u. We take all of v’s children and make
them the rightmost children of u. If this makes u have between a and b children, we
follow the delete procedure where v plays the role of e, else u has between b + 1 and
a + b — 1 children, so we delete node v and call split on u. See Figure 1.19.

Time Bounds

We will now analyse the time bounds of the above procedures. Insert does O(b) work
on a leaf or an internal node and might call split on the parent. Likewise split does
O(b) work on an internal node and might call insert on the parent. Hence since the
height of the tree is O(log, n) and we always move one level op the tree in both
insert and split, the total time usage is O(blog, n).

For delete and join, this is similarly. Delete does O(b) work and might call join
on the parent of the node we delete. Join does O(b) work and might call delete on
a sibling of the node we are joining, or call split on the node we are joining. So in
delete we always goes one node up the tree, and in join we either call delete or split,
which goes one node up the tree. So the total time usage is again O(blog, n).

Range reporting takes O(blog, n) time. Finding the two search paths 7w and
7. It takes O(t) time to report the leafs inside the two search paths. So in total
reporting takes O(blog, n + t) time. Searching is a special case of reporting where
t =1 so it takes time O(blog, n).

The amortized update times of (a,b)-trees are even better than their worst-case
times of O(blog, n). The amortized update time is O(1) when b > 2a starting from
an empty tree [BF00].

Augmenting the Search Tree

In Chapter 4 we will augment an (a, b)-tree with the PQA’s of Chapter 3 as secondary
structures. For completeness I will state the augmentation theorem of [CLRS01, Sec.
14.2] reformulated here for (a, b)-trees.

Theorem 1.1 (Augmenting (a, b)-Trees). Let f be a field that augments an (a, b)-tree
T having n leaf nodes, let f(u) be the value of the field for subtree u and let s(u) be
the size of subtree u. Assume that the contents of f(u) for any internal node u can
be computed using only the information f(c;) stored in u’s children ¢; fori=1,...,1
in O(t(s(c1),...,s(c1))) time, then the augmented (a,b)-tree can be maintained in
O(t(s(cr), ... ,s(cr))log, n) time per update, when t(s(c1),...,s(cr)) is the time to
compute the information f(u) from f(c1),..., f(er).

9In the other case where v is a left sibling of u we simply swap the roles of u and wv.
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Proof. Since the information stored in f(u) only depends on the information in f(¢;)
fori=1,...,1 and can be recomputed in O(t(s(c1),...,s(c;)) time, we can update a
leaf and then we only need to re-compute the information in the f field on all nodes
along the leaf-to-root path, which has length at most O(log, n). O

1.5.2 Priority Queues with Attrition

In 1989 Sundar introduced the priority queue with attrition [Sun89] or in short the
PQA. He gave three different worst-case implementations where all operations run
in O(1) time. For the third implementation he only sketched the overall details. We
give them here for completeness and preparation for Chapter 3 where we extend the
structure of this solution to make the PQAs I/O-efficient and support the operation
of concatenation.

Max Max .
° [ ]
%) %) o °
& . S .
e . . e
Min | * Min
Head Order Tail Head Order Tail
Figure 1.20: Min-PQA. Figure 1.21: Max-PQA.

A priority queue with attrition is a FIFO queue where elements can skip ahead
in the queue and kick out other elements. In a Min-PQA the elements ¢’ kicked out
are the ones in front of an element e, where e’ > e, these elements ¢’ are said to be
attrited. See Figure 1.20 where the gray elements are attrited and only the black
elements stay. In a Max-PQA the elements ¢’ in front of an element e, ¢/ < e are
attrited. See Figure 1.21 where the gray elements are again attrited. A PQA! Q
supports the operations:

e Find-Min(Q) returns min(Q).

e Delete-Min(Q) returns min(Q) and removes it from Q. The resulting PQA is
Q' = Q\{min(Q)} and the old @ is discarded.

e Insert-and-Attrite(Q, e) inserts e at the end of @ and attrites all elements before
e that are larger than e. The resulting PQA is Q' = {¢’ € Q|e¢’ < e} U {e}, the
old @ is discarded. The elements {e’ € Q|e’ > e} are attrited.

A PQA consists of k + 2 deques of elements; the clean deque C, the buffer deque
B and k dirty deques D1, ..., Dy. Each deque is sorted in strictly ascending order,
and contains no duplicate elements. We have the following invariants for the deques:

I.1) max(C) < min(B) < min(D;)
1.2) min(D;) is the minimum element in all the dirty queues Dy, ..., Dy.
13) [C] > 320 |Di] + K

The implementations of the above three operations uses an auxiliary operation
Bias which will increase the value A = |C| — Zle |D;| — k by one if invariant 1.3) is
broken.

10When we write PQA without stating if it is a Min- or a Max-PQA, it is a Min-PQA.
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Find-Min(Q) We just return the element min(C') which from I.1) and 1.2) is the
smallest non-attrited element of Q.

Delete-Min(Q)) We delete min(C') from C, if this breaks I1.3) then we call Bias(Q)

once.

Insert-and-Attrite(Q,e) We have four cases:

1) e <min(C): we delete C, B, Dy,..., Dy and make a new C' consisting only of
e.

2) min(C) < e < max(C): we delete B, Dy,..., Dy, rename C to B and make a
new D; which only contains e, put £ =1 and then we call Bias(Q) twice.

3) max(C) < e < min(D;): we delete all the dirty queues Dy, ..., Dy. If further-
more e < min(B) we also delete B. We make a new D; which only contains e,
put k£ =1 and call Bias(Q) twice.

4) min(Dq) < e: we add a new dirty queue Dy41 only containing e, increase k by
one and call Bias(Q) twice.

Bias(Q) We have three cases, in the case where |B| = 0 and k = 0 we do nothing:

1) |B| > 0: we move min(B) from B onto the end of C, now if min(B) > min(D,)
we discard B.

2) |B] = 0 and k > 1: if max(Dy_1) < min(Dy) we concatenate Dy, at the
end of Dy_; and decrease k by one, else max(Dy_1) > min(Dy) so we delete
max(Dg—_1) from Dy_;.

3) |B| =0 and k = 1: we concatenate D; at the end of C' and make k zero.

It is clear that all the operations use O(1) time. The correctness follows from
noticing that we always maintain invariants 1.1)-1.3).

1.5.3 Double Exponential Layout

In the implicit model we cannot change the content of the input words or create new
words, so we cannot build a data structure using numbers and pointers. But there is
a trick that is often used to avoid this. Using two consecutive and distinct elements
z and y in memory, we can pair encode a 0 bit by putting the smallest of x and y
first and the largest second, similarly we can encode a 1 bit by placing the largest
first and the smallest second. This way we can encode a pointer or word of [logn|
bits using 2[logn] elements.

Bl B [Be] - [ B [ Ba)

Figure 1.22: Double exponential layout of implicit data structures.

A problem arises when our data structure changes size from n to n’ and we have
that [logn] # [logn']. Then we might need to re-encode all pointers and words
which we would like to avoid. Frederickson solved this problem by use of the double
exponential layout [Fre84]. If the data structure in question supports inserts, deletes
and searches, then we distribute our n input elements over m = [loglogn]| blocks,
where in each block we build our data structure over the elements in that block. Blocks
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i=0,...,m— 1 have sizes |B;| = 22" and block m has size |B,| =n — 3" | Byl
see Figure 1.22.

To make an insert of an element, we just insert it in block B,,. To search for an
element, we search in each block B; for i =0, ..., m, if we find the element in any of
these blocks we report it. Finally, when we want to delete an element we first find it,
say it is in block B;, then we exchange it with an arbitrary element from B, and
then delete the element from B,,.

This way for any block B; there is an implicit n; attached to that block which
is n; = 22", and we can then represent pointers or numbers within block B; in pair
encoding using 2 - 2¢ elements.

If an operation of a data structure of size n’ uses O(log®n’) time for ¢ = O(1),
then the total time to perform that operation on all blocks is at most

m

S log2? =37 (21)° = 0(2°™) = 0 ((2™)°) = O(log° n)
1=0

=0

So there is only a constant factor slow-down for operations taking polylogarithmic
time, using the double-exponential layout.

1.5.4 Functional Pointer Machine Trick

In the FPM model all data structures are confluently persistent automatically because
of the properties of the model. This property enables us to do space savings when
augmenting say an (a, b)-tree. Assume that the secondary structure that we augment
the (a, b)-tree with uses O(t(s(c1), ..., s(¢r))) time to compute the augmentation field
f(u) for a node u with children ¢y, ..., ¢;. Then the extra space usage for augmenting
node u is at most O(t(s(cy),. .., s(c))) no matter how large the secondary structure
attached to node u actually is. In other words, we only record the changes required to
combine the structures of ¢y, ..., ¢ into the structure for u, and this saves us space.
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Chapter 2

Implicit Working-Set
Dictionaries

In this chapter we present a Cache-Oblivious Implicit Working-Set Dictionary, pre-
sented in Section 2.2, this is the first dictionary to attain the working set bound in
the implicit model. To obtain our result we also develop a Cache-Oblivious Implicit
Moveable Dictionary, in Section 2.1, which will make the memory management of
the working-set dictionary easier.

Our moveable dictionary will combine a constant number of previously known
non-moveable dictionaries [FG03] into a moveable structure. Our construction only
gives a constant worst-case access overhead and preserves the cache-oblivious and
implicit properties of [FG03].

Our working-set dictionary will use the moveable dictionary as a black box to
ease the memory management. Our working-set dictionary implicitly partitions the
elements into ©(loglogn) levels and maintains lower bounds on their working-set
numbers. This is enough to give the working-set bound for the search operation, but
not for the predecessor and successor operations where we need the idea of intervals.
We furthermore partition the key space into intervals, which are spread across the
levels. We use these intervals and the lower bounds for each level to support the
predecessor and successor operations within the working-set bound.

2.1 Moveable Dictionaries

In this section we describe an implicit moveable dictionary which can be laid out in
an array in the range [i, j|]. We can delete in the left or the right end of the array, such
that the structure then lies in the range [i + 1, j] or [¢, j — 1], respectively. Likewise we
can insert in the left or right end such that the structure then lies in the range [i—1, j]
or [i,j + 1], respectively. The structure supports search, predecessor and successor
operations. All operations runs in O(logn) time and O(loggz n) cache-misses where
n = j — i+ 1. The moveable dictionary will be implicit except that it stores O(logn)
extra bits, this requirement is removed in Subsection 2.1.6.

The amortized solution is easy to obtain. We use two of the dictionaries by
Franceschini and Grossi [FG03], from here and onwards we will call such a dictionary
a FG dictionary. One dictionary called R located in the range [r, j] growing to the
right as normal, and one called L located in the range [i, r — 1] growing to the left, that
is we have inverted all indices of the original FG dictionary. The Insert-Left operation
inserts its element into L, and the Insert-Right operation, inserts its element into R.
Analogously for Delete-Left and Delete-Right. In the special case where L or R are

25
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- or —>
———
L C R

Figure 2.1: We have three FG dictionaries L,C and R, where L will always
grow /shrink in the left direction, and R will always grow /shrink in the right direction,
and C' will change direction during the execution of the jobs to shrink or grow L or
R.

empty we rebuild the data structure such that L and R have the same size. To search
for an element we search in L and then in R, to find the predecessor/successor of an
element we find the predecessor/successor in L and R and return the largest/smallest
of the two. All operations run in O(logn) amortized time and O(logg n) amortized
cache-misses using the potential function ® = | |L| — |R] |.

We can de-amortize the construction using incremental rebalancing, and placing
an additional FG dictionary C' between L and R, see Figure 2.1. The moveable
dictionary will support the following operations:

e Insert-Left/Right(e): inserts an element e into the dictionary which grows in
the left /right side, respectively.

e Delete-Left/Right(xz): deletes the element with key z from the dictionary which
shrinks in the left/right side, respectively.

e Search(z): searches for the element e with key « in the dictionary, and returns
e if it exists and nil otherwise.

o Predecessor(z): finds the predecessor of element x in the dictionary and returns
its position, i.e., the position of element max{e’ € P U {—o0} | ¢ < e} is
returned.

e Successor(z): finds the successor of element z in the dictionary and returns its
position, i.e., the position of element min{e’ € P U {oco} | e < €’} is returned.

We have minimum and maximum invariants on the sizes of L and R. If L or R are
close to violating these invariants, say L is getting too big, we start a job to make L
smaller. This job is executed incrementally, so each time an Insert/Delete-Left/Right,
Search, Predecessor or Successor operation is executed we perform a constant number
of steps of the current job. We ensure that there is only one job running at a time,
we do this by adding the remaining jobs to a queue. We also ensure that all jobs
complete before their deadlines. A job reaches its deadline if one of L or R breaks
their size invariants. A job, say for shrinking L, has a deadline which is the time
when L grows larger than we allow it to in the invariants. During the execution of a
job we have an extra dictionary, which can be one of either L', C’ or R/, depending
on how far we are in the execution of the current job, this will be further clarified in
Subsection 2.1.2.

2.1.1 Invariants

We maintain the following invariants for the moveable dictionary:
L1 fn < L]+ LR + R < &n.
1.2 The job queue has size at most 2.
1.3 All jobs finish before their deadline
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In Subsection 2.1.3 we use these invariants to prove correctness of our dictionary.
We observe that from 1.1 and the identity n = |L| + |L'| + |C] 4+ |C’| + |R| + |R’| we
get 2n < [C|+[C'| < Zn.

2.1.2 Operations and Jobs

We will now describe the search and update operations of the moveable dictionary.
The Insert- and Delete-left operations and Grow- and Shrink-Left jobs described here
have analogous right-versions.

Search(x)

We always have the structures L, C' and R, and possibly one of the structures L', C’
or R'. So we have at most 4 structures and we search them all, if we find the element
we search for we return a pointer to it, otherwise we return nil.

Predecessor/Successor(z)

As in Search we search for the predecessor/successor in L, C, R and possibly one of
L', C’" or R, then we return the largest/smallest of the 4 candidates.

Insert-Left(e)

We insert e into L, then if |L| > 2—7471 we enqueue a Shrink-Left job unless one is
already in the queue.

Delete-Left(z)

We delete the element with key x from L. We can do this even though the element
we want to delete resides in L', C,C’, R or R’ by swapping the element we want to
delete with one from L. We can swap elements by two deletions and two insertions.
Then if |L| < %n we enqueue a Grow-Left job unless one is already in the queue.

Grow-Left

The Grow-Left job performs the following steps, see Figure 2.2:

1) If C is not growing to the left then turn C' around so it grows toward L. We
turn C around by creating a new C’ at the growing end of C' which grows
towards C, into which we insert all the elements of C, one element at a time.

2) Construct L’ at the beginning of L, growing to the right, of size 2—2471, by taking
elements from C.

3) Turn L’ around so it faces L, like we turned C' around in 1).

4) Continue taking an element from C putting it into L’ so it expands into L.
The element overridden in L is moved into the empty place in C' where we
took the element to place in L. We do this by splitting L into two pieces
by address-mapping, see 3) and 4) in Figure 2.2. When we have moved L
completely to the right of L', then swap the names of L and L’.

5) Merge L’ back into C, by deleting an element from L’ and inserting it into C
until L' is empty.
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Figure 2.2: The steps of the two jobs Grow- and Shrink-Left, notice that they are
almost each other’s inverse. (Left) The five steps of the Grow-Left job are shown,
notice that in 4) the arrow means that we have split L up into two by use of address-
mapping. (Right) The five steps of the Shrink-Left job are shown, in step 3) we have
again used address-mapping to split L in two.

Shrink-Left

The Shrink-Left job consists of the following steps, see Figure 2.2 and notice the
similarity to the Grow-Left job. The Shrink-Left job is the “inverse” job of Grow-Left:

1) If C is not growing to the left then turn C' around so it grows toward L.

2) Create L’ by deleting 25—471 elements from C, one element at a time and inserting
them into L', which we create to the left of C.

3) Swap the names of L and L’. Delete an element from L’ and insert it into C' so
it expands into L, then move the element overridden in L to the empty space

to the left of L', do this one element at a time until L is moved completely to
the left of L'.

4) Turn L' around so it faces C.

5) Merge L’ back into C.

2.1.3 Correctness

The correctness of the Search and Predecessor/Successor operations are clear as we do
a predecessor/successor operation on each of the FG dictionaries L, L', C,C’, R and
R/, that exists, and return the resulting/largest/smallest element found, respectively.
Similarly granted that L and R exists and contains elements, the Delete-Left/Right
and Insert-Left/Right operations are correct. The only thing we need to prove is that
the invariants I.1-1.3 are maintained at all times. Before we prove that 1.1-1.3 are
maintained, we will first prove some simple observations, and then use them to prove
that the invariants are maintained.
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For a job j we define ni,it(j) to be the value of n when j is initialized, ng(j) to
be the value of n when j starts running and ngnish(j) the value of n when j finished.
We will also let 0 < 8 < 1 be a constant which we will give an exact value later.
Observation 2.1. If we perform w primitive steps of a job j at each update,
then the job will finish within fno(j) updates.

Proof. A primitive step is the movement of one element from one dictionary to
another. We want the job to finish within Sng(j) updates, from this bound we know
that during the execution of a job at most fng(j) updates can occur, hence the
dictionary has size at most (1 4 8)ng(j). Each of the five steps in a grow or shrink
job takes at most (1 + 8)ng(j) primitive steps, and so the whole job finishes in at
most 5(1 + B)no(j) primitive steps. If we perform w primitive steps per update,
then the job finishes within Sng(j) updates. O

Observation 2.2. Any job j under execution will finish within the next Bn updates.

Proof. If the job in question has been running for d updates then from Observation 2.1
it needs to run for an additional

(*) (%)
fno(j) —d < B(no(j) —d) < pn

updates to finish, where we in (%) used the fact that § < 1 and in (**) we used the
fact that d updates to a dictionary of size ng(j) will result in a dictionary of size
n € [no(j) —d,no(j) +dJ. O

Using Observations 2.1-2.2 we will now prove that 1.1-1.3 are always true, which
will prove the correctness of the moveable dictionary.

Proof of 1.2

We prove that the job queue has size at most 2. If a Grow-Left job is enqueue
there needs to be performed at least %n — %n = in Insert-Left updates before a
Shrink-Left job is required, and vice-versa. Likewise if a Shrink-Right job is enqueued
there needs to be performed at least %n Delete-Right updates before a Grow-Right
job is required. So if we ensure that a left and a right job can be performed within
24—471 updates, then we will never have more than two jobs queued at a time. From
Observation 2.2 it takes at most Sn+ S(n+np) updates to run two jobs. So we make

the constraint that Sn+ S(n+npB) < in which means that we require 52 +28 < i.

Proof of I.1

We prove that s;n < |L|+ |L'|, |R| + |R'| < £n. If no jobs are queued or running
then we have from the checks in insert and delete that ﬁn < %n <|LI < %n < %n
(this proof is completely symmetric for R).

Now say 7zn +d = |L| for d > 1 then we know that a Shrink-Left job is either
running or queued. Let j; be the job that is currently running and j; the queued
Shrink-Left job. Then tanish(j2) < fn —d+ B(n + Bn) as job j; needs to run for at
most fn — d updates more to finish and jo then needs to run for at most 3(n + fn)
updates more to finish. We also have that niit(j2) — d < n < nipit(J2) + d as it is
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only d updates since jo was created. When js is finished we have

5 . .
L] < o init (J2) + tanish (J2)

5

S 24n1n1t(]2) (52+2ﬁ)n_d
5

< 24(n+d) + (82 +28)n—d
5

< ﬂn+d+(,6’2—|—2ﬁ)n—

(2) 6

= ﬂn

where we in (%) made the constraint that 52+2B < 5. We also have d < (82428)n <
+n. So at all tlmes we have that |L| < £n < —n

Now say =n = |L|+d ford > 1 then we know that a Grow-Left job is either
running or queued. Let j; be the job that is currently running and js the queued
Grow-Left job. Then tanish(j2) < Bn —d + S(n + Bn) as job j; needs to run for at
most Sn — d updates more to finish and js then needs to run for at most 5(n + fn)
updates more to finish. We also have that niit(j2) — d < n < nit(j2) + d as it is
only d updates since jo was created. When js is finished we have

5 . .
|L| > ﬂninit(]2) — tinish (J2)
5
> opmnn(da) = (B% +2B)n +d
5
> oy(n—d) = (B +28)n+d
5
> —n—d—(f*+2B)n+d
24
(;) 4
= ﬂn
where we in (x) again made the constraint that 32 + 26 < i We again have
d < (B2 +2B)n < 4n. So at all times we have that |L| > Zn > 5;n.
Proof of 1.3

We prove that all jobs finish before their deadlines. When a job j, is created, then
there might be at most one other job j; which is currently running. From Observation
2.2 we know that both jobs finish in at most Sn+ 3(n+ 8n) updates, and j,’s deadline
occurs after 924771 = 32_4 n updates So if we require that fn + B(n + pn) < 22—4n,
which means that 82 + 28 < < 5; then all jobs will finish before their deadline.

We have proved all 1nvar1ants 1.1-1.3 under the condition that 52 + 28 < <5 If

we chose 3 = 1 this constraint is satisfied and from Observation 2.1 we need to

perform w

I.1-1.3.

= 250 steps per operation on the moveable dictionary to maintain

2.1.4 Running Time

All we require of the black box structure we use, that is the FG dictionary, is
that it has an insert, delete, search, predecessor and successor operation, so lets
assume these use time i(n), d(n), s(n), pred(n) and succ(n), respectively. Then all
update operations on our structure run in O(i(n) 4+ d(n)) time, as we use the update
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operations on the black box structure a constant number of times for each of our
update operations. Using the FG dictionary from [FG03] we get a time bound of
O(logn) for all our update operations, and the time for Search, Predecessor and
Successor are also O(s(n)), O(pred(n)) and O(succ(n)), respectively.

2.1.5 Cache-Oblivious

We will now show that the implicit moveable dictionary as presented in the previous
sections is in fact cache-oblivious and has a worst-case running time of O(logyz n)
cache-misses per operation. We will now go through each operation and look at it
from a cache-oblivious viewpoint.

All operations: Search, Predecessor, Insert-Left, Delete-Left, Insert-Right and Delete-
Right only use a constant number of calls to operations on the FG dictionary, and as
these only incur O(logy n) cache-misses they have the same bound for our moveable
dictionary. So we only need to take a closer look at the jobs Grow-Left and Shrink-Left
(their right versions are analogously so we ignore these).

Grow-Left and Shrink-Left

The Grow-Left job consists of: 1) we turn C' around and we simply do this by removing
the right-most element and making a new FG dictionary C’ containing it, the rest of
the elements in C' we also put into C’ which grows to the left. As we simply perform
a constant number of the FG operations which incurs O(logg n) cache misses per
step, so does 1). In 2) we just take out some elements of C', which we call L', and 3)
turns L’ around like we did with C in 1), so this also incurs O(loggz n) cache-misses
per step. In 4) we split the FG dictionary L into two parts, but this only incurs twice
as many cache-misses when we perform Search, Predecessor and Successor operations
running on L while L is split in two (it is the same when we split C' or R). Here each
step also incurs O(logz n) cache-misses. Finally in 5) we just take all elements of L
and insert into C, which again only incurs O(logz n) cache-misses per step.

So all in all the Grow-Left job incurs O(logz n) cache-misses per step, and as the
Shrink-Left job is just the Grow-Left job run backwards (seen from a cache-oblivious
viewpoint) it will also just incur O(logg n) cache-misses per step.

2.1.6 Making the Dictionary Implicit

We now remove the requirement of the O(logn) extra bits of memory between
operations, which we used to remember sizes, directions, starting addresses and
address-splits of the used FG dictionaries. Doing this makes our moveable dictionary
implicit and hence it does not use any extra space between operations. In the
moveable dictionary we need to store the size and starting positions of L,C' and R,
along with the direction of C, and furthermore when a job is running we also need
to store the size, starting position and direction of one of L', C’ or R’ along with the
memory-mapping split we make of L or L' (R and R’ in the right versions). We can
easily pair encode this in O(logn) pairs of elements. We will call this list of elements
D and we will store them just to the left of L.

Now depending on which of the operations Insert-Left, Delete-Left, Insert-Right
and Delete-Right we should perform we have to threat D differently. Lets say that
we need to store ¢ words in D then we need |D| > 2¢[logn]|, but we instead put
|D| = [2¢(log(n) + 1)] > 2¢[logn] as this will make | D| make smaller jumps in size.
Now for each operation we do:
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o Insert-Left(e): If [2c(log(n+ 1) +1)] > [2¢(log(n) +1)] then we insert e into D
so it grows to the left, and re-encode D. Else we move the rightmost element
of D to the left side and re-encode D, and then we insert e¢ into L as normal.

o Delete-Left(z): If [2¢(log(n — 1) +1)] < [2¢(log(n) 4+ 1)] then we just delete
the element with key x that we want to delete! from D, so it shrinks to the
left. Else we delete the element with key = from L as normal and move the
leftmost element of D to the right of D and re-encode D.

e Insert-Right(e): If [2c(log(n + 1) + 1)] > [2¢(log(n) 4+ 1)] then we delete a
element g from L and insert it into D and re-encode D. In both cases we then
insert e into R like normal.

e Delete-Right(x): If [2¢(log(n — 1) + 1)] < [2¢(log(n) + 1)] then we delete a
element g from D and insert it into L and re-encode D. In both cases we then
delete the element with key = from R as normal.

When performing Search, Predecessor or Successor operations, we also scan through
D to determine if the element which we are looking for is located in D.

Notice that having D will only incur an additive overhead of O(logn) time for any
operation and O(%) = O(logg n) cache-misses, so all operations on the moveable

dictionary will still take O(logn) time and O(logg n) cache-misses.

2.2 Working-Set Dictionaries

In this section we will construct our implicit working-set dictionary using the moveable
dictionary from Section 2.1 as a black box. Our dictionary will support the following
operations:

e Search(e) determines if e is in the dictionary, if so its working-set number is
set to 0.

e Predecessor(e) will find max{e’ € PU {—o0} | ¢ < e}, without changing any
working-set numbers.

e Successor(e) will find min{e’ € P U {00} | e < €'}, without changing any
working-set numbers.

e Insert(e) inserts e into the dictionary with a working-set number of 0, all other
working-set numbers are increased by one.

e Delete(e) deletes e from the dictionary, and does not change the working-set
number of any element.

Our dictionary will maintain lower bounds on the working set numbers of each
element, this will create a partition of the elements into ©(loglogn) levels. These
levels are enough to guarantee the working set bound for the Search operation, but
not for the Predecessor nor Successor operations. To get the working set bound for
these operations we will introduce another idea, we will furthermore partition the
key space into disjoint intervals that span the whole key space. Each interval will
then be placed within exactly one level, and will give use a termination criteria when
doing predecessor and successor searches.

Our dictionary will furthermore be cache-oblivious due to our use of the move-
able dictionary as a black box. The dictionary supports the operations Insert and

1We assume that the element with key = we want to delete lies in D, if this is not true we can
make it so by swapping the element with key = with some element from D.
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Figure 2.3: Overview of how the working set dictionary is laid out in memory. The
dictionary grows and shrinks to the right when elements are inserted and deleted.

Delete in time O(logn) and O(logg n) cache-misses, Search, Predecessor and Succes-
sor in time O(log min(£y(ey, Le, Lsey) ), O(log €y(e)) and O(log ly()), and cache-misses
O(logg min(€y(e), £e, £s(e))), O(logp £p(e)) and O(logp (e ), respectively, where p(e)
and s(e) are the predecessor and successor of e, respectively.

2.2.1 Structure

Our structure consists of m = O(loglogn) blocks By, ..., B,,, each block B; is of
size (9(22Z+k), where k is a constant. Elements in B; have a working-set number of at
least 227" 7" The block B; consists of an array D; of w; = d-2T* elements, where d is
a constant, and moveable dictionaries A;, R;, W;, H;,C; and G;, fori =0,...,m —1,
see Figure 2.3. For block B,, we only have D,, if |B,,\{min(P), max(P)}| < wy,,
otherwise we have the same structures as for the other blocks. We use the block D;
to encode the sizes of the movable dictionaries A;, R;, W;, H;, C; and G; so that we
can locate them. Discussion of further details of the memory layout is postponed to
Subsection 2.2.5.

We call elements in the structures D; and A; for arriving points, and when making
a non-arriving point arriving, we will put it into A; unless specified otherwise. We
call elements in R; for resting points, elements in W; for waiting points, elements
in H; for helping points, elements in C; for climbing points and elements in G; for
guarding points.

Crucial to our data structure is the partitioning of [min(P), max(P)] into intervals.
Each interval is assigned to a level and level ¢ corresponds to block B;. Consider
an interval lying at level i. The endpoints e; and e; will be guarding points stored
at level O,...,4. All points inside of this interval will lie in level ¢ and cannot be
guarding points, i.e., e1, e2[N(U,; Bj U G;) = 0. We do not allow intervals defined
by two consecutive guarding points to be empty, they must contain at least one
non-guarding point. We also require min(P) and max(P) to be guarding points in
Gy at level 0, but they are special as they do not define intervals to their left and
right, respectively. A query considers By, By, ... until B; where the query is found
to be in a level ¢ interval where the answer is guaranteed to have been found in
blocks BQ, ey Bz

The basic idea of our construction is the following. When searching for an
element, it is moved to level 0. This can cause block overflows (see invariants 1.5-1.9
in Subsection 2.2.3), which are handled as follows. The arriving points in level ¢ have
just entered from level ¢ — 1, and when there are 22" of them in A, they become
resting. The resting points need to charge up their working-set number before they
can begin their journey to level 1+ 1. They are charged up when 22" further arriving
points have come to level ¢, then the resting points become waiting points. Waiting
points have a high enough working-set number to begin the journey to level ¢ + 1,
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Figure 2.4: The structure of the levels for a dictionary. The levels are indicated to
the left.

but they need to wait for enough points to group up close together in key space so
that they can start the journey. When a waiting point is picked to start its journey
to level ¢ + 1 it becomes a helping or climbing point, and every time enough helping
points have grouped up, i.e., there are at least ¢ = 5 consecutive of them, then they
become climbing points and are ready to go to level ¢ + 1. The climbing points will
then incrementally be going to level i + 1. See Figure 2.4 for an example of the
structure of the intervals.

2.2.2 Notation

Before we introduce the invariants we need to define some notation. For a subset
S C P, we define pg(e) = max{p € SU{—o0} | p < e} and sg(e) = min{s € SU{oo} |
e < s}. When we write S<; we mean | J%_,S; where S; C P for j =0,...,i.

For § C P, we define GlLg(e) = SN|pp\s(e), e[ to be the Group of Immediate
Left points of e in S which does not have any other point of P\\S in between them,
see Figure 2.5. Similarly we define GIRs(e) = SNje,sp\g(e)[ to the right of e. We
will notice that we will never find all points of GlLg(e) unless |GlLg(e)| < ¢, the
same applies for GIRs(e). For S C P, we define FGLs(e) = SN|pp\s(ps(e)),ps(e)]
to be the First Group of points from S Left of e, i.e., the group does not have any
points of P\S in between its points, see Figure 2.5. Similarly we define FGRg(e) =
SN [ss(e),sp\s(ss(e))[. We will notice that we will never find all points of FGLg(e)
unless |[FGLg(e)| < ¢, the same applies for FGRg(e).

We will sometimes use the phrasings a group of points or e’s group of points. This
refers to a group of points of the same type, i.e., arriving, resting, etc., and with no
other types of points in between them. Later we will need to move elements around
between the structures D;, A;, R;, W;, H;, C; and G;. For this we have the notation

X Y, meaning that we move h arbitrary points from X into Y, where X and Y
can be one of D;, A;, R;, W;, H;, C; and G; for any 1.
When we describe the intervals we let |a,b] be an interval from a to b that is

PP\S(€2) €2 PP\S(PS(el)) ps(e1) e
o o 00 [ ] i [e] i [ ] [ ] [ ] i [e]e) i
- -
G“_S(BQ) FGLs(Bl)
Legend: e S o P\S 2 P

Figure 2.5: Here is an illustration of GIL and FGL. Notice that GlLg(e1) = 0 whereas
FGLs(el) 7é Q)
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open at a and closed at b. We let (a,b) be an interval from a to b that can be open
or closed at a and b. We use this notation when we do not care if a and b are open or
closed. In the operations updating the intervals we will sometimes branch depending
on which type an interval is. For clarity we will explain how to determine this given
the level 7 of the interval and its two endpoints e; and es. The interval (e, es) is of
type [e1,e2) if e1 € G, else e; € G<;_1 and the interval is of type ]es, e2). This is
symmetric for the other endpoint es.

2.2.3 Invariants

We will now define the invariants which will help us define and prove correctness of our
interface operations: Insert(e), Delete(e), Search(e), Predecessor(e) and Successor(e).
We maintain the following invariants which uniquely determine the intervals?:

I.1 A guarding point is part of the definition of at most two intervals®, one to
its left, at level ¢ and one to its right at level j, where i # j. The guarding
point e lies at level min(é, 7). The interval at level min(i, j) is closed at e, and
the interval at level max(i, j) is open at e. We also require that min(P) and
max(P) are guarding points stored in Gy, but they do not define an interval
to their left and right, respectively, and the intervals they help define are open
in the end they define. A non-guarding point intersecting an interval at level
1, lies in level i. Each interval contains at least one non-guarding point. The
union of all intervals gives | min(P), max(P)[.

1.2 Any climbing point, which lies in an interval with other non-climbing points,
is part of a group of at least ¢ points. In intervals of type [ey, e2] which only
contain climbing points, we allow there to be less than ¢ of them.

1.3 Any helping point is part of a group of size at most ¢ — 1. A helping point
cannot have a climbing point as a predecessor or successor. An interval of type
[e1, ea] cannot contain only helping points.

We maintain the following invariants for the working-set numbers:

1.4 Each arriving point in D; and A; has a working set value of at least 22i71+k,

arriving points in Dy and Ag have a working-set value of at least 0. Each resting
point in R; will have a working-set value of at least 227 | A;|, resting points
in Ry have a working-set value of at least | Ag|. Each waiting, helping or climbing
point in W;, H; and C}, respectively, will have a working-set value of at least
22" Each guarding point in G;, who’s left interval lies at level ¢ and right
interval lies at level j, has a working set value of at least g2t

We maintain the following invariants for the size of each block and their components:

L5 |Dg| = min(|Bo\{min(P), max(P)}|,wp) and |D;| = min(|B;|,w;) for i =
1,...,m.

16 |R;| <22 fori=0,...,m and |[W;| + |Hi| + |Cs| # 0 = |R;| = 22" for
1=0,...,m.

2m,+k

L7 A+ Wil =22"" fori=0,...,m—1, and |Ap| + [Wyn| < 2

2We assume that |P| = n > 2 at all times if this is not the case we only store Gy which contains
a single element and we ignore all invariants.

30nly the smallest and largest guarding points will not participate in the definition of two
intervals, all other guarding points will.
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18 |4 <22 fori=0,...,m.

19 |H;| + |Ci| = 4¢22™" + ¢;, where ¢; € [~c,c], for i =0,...,m — 1.
From the above invariants we have the following observation:

0.1 From I.1 all points in G; are endpoints of intervals in level i, and each interval
has at most two endpoints. Hence for ¢ = 0,...,m we have that

(* i
IGi| < 2(1Di| + |As| + |R| + [Wi| + |Hi| +|Ci]) < (4+2d+8c) - 22" +2¢,

Z

where we in () we have used 1.5, 1.6, .7 and 1.9.
From 1.1 we have the following lemma.

Lemma 2.1. Let e be an element, e1 = pg_.(e), e2 = sg_,(e), I(e1,e2,i) =
le1, ea[N U;:O B; and let i be the smallest integer for which I(e1,e2,1) # 0, then

1. (e1,e2) is an interval at level i if e is non-guarding and
2. (e1,e) or (e,eq) is an interval at level i if e is guarding.

Proof. Assume that 7 is the minimal 4 that fulfills I(ey, e2,i) # 0, where e; = pg_, ()
and es = sg_,(e). We will have two cases depending on if e is guarding or not.

Lets first handle case 2) where e is guarding and hence in the dictionary: Since e
is in the dictionary and e; < e < eo we have from the minimality of ¢ that e lies in
level 4, and from 1.1 e is then part of an interval lying in level ¢ either to the left or
to the right. Say e is part of an interval to the left i.e., the interval (e},e). If e; < €]
then this would contradict that e; = ps_,(e) hence e} < ey, but since ¢/ defines the
interval (e}, ) left of e then ¢} is also the predecessor of e and we have that €} = e;.
So we know that (e, e) defines an interval at level i. The argument for (e, es) is
symmetric.

In the case 1) e is non-guarding and e may lie in the dictionary or not: Since
e1 < e < ez we have from the minimality of ¢ that e lies in level ¢, hence from 1.1 we
have that the interval (eq, ez) lies at level i. O

2.2.4 Operations

We will briefly give an overview of the helper operations and state their require-
ments (denoted as R:) and guarantees (denoted as G:), then we will describe the
helper and interface operations in details. Search(e) uses the helper operations as
follows: when a search for element e is performed then the level i where e lies, is found
using Find, then e and O(1) of its surrounding elements are moved into level 0 by use
of Move-Down while maintaining I.1-1.4. Calls to Fix for the levels we have altered
will ensure that I.5-1.8 will be maintained, finally a call to Rebalance-Below(i —1) will
ensure that 1.9 is maintained by use of Shift-Up(j) which will take climbing points
from level j and make them arriving in level j + 1 for j =0,...,i — 1. Insert(e) uses
Find to find the level where e intersects an interval, then uses Fix to ensure the size
constraints and finally e is moved to level 0 by use of Search.

e Find(e) - returns the level ¢ of the interval that e intersects along with e’s type
and whatever e is in the dictionary or not. [REG: 1.1-1.9]

e Fix(i) - moves points around inside of B; to ensure the size invariants for each
type of point. Fix(¢) might violate 1.9 for level i. [R: I.1-1.4 and that there exist
C...,C¢ such that |D;| + &1, |As| + G2, [Ry| + &3, [Wi| + Ca, |Hi| + &5, |Cs| + G
fulfill 1.5-1.8, where |&;| = O(1) fori=1,...,6. G: L.1-1.8].
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Find/Predecessor/Successor(e)
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Legend: = Guarding o Arriving ¢ Resting + Waiting & Helping @ Climbing

Figure 2.6: The last three iterations of the while-loop of Find(e), Predecessor(e) and
Successor(e).

e Shift-Down(i) - will move at least 1 and at most ¢ points from level ¢ into
level i — 1. [R: L.1-1.8 and |H;| + |Cy| = 4¢22™" + ¢}, where 0 < ¢, = O(1). G-
L1-1.8].

e Shift-Up(4) - will move at least 1 and at most ¢ points from level 7 into level 7 +1.
[R: L1-1.8 and |Hy| + |C;| = 4¢22"" + ¢}, where ¢ < ¢, = O(1). G: L1-18].

e Move-Down(e, %, J, thefore, tafter) - If € is in the dictionary at level 4 it is moved
from level i to level j, where i > j. The type tpefore is the type of e before the
move and t.per iS the type that e should have after the move, unless ¢ = j in
which case e will be made arriving in level j. [REG: 1.1-1.8].

e Rebalance-Below(i) - If any ¢; > ¢ for [ = 0,...,4 Rebalance-Below(i) will correct
it so 1.9 will be fulfilled again for | =0,...,4. [R: L.1-1.8 and >_;_ slack(c;) =
O(1), where

0 if ¢ €l-c¢d,
lci] — ¢ otherwise .

slack(c;) = {
G: I.1-1.9].

e Rebalance-Above(i) - If any ¢; < —c for [ = ,...,m — 1 Rebalance-Above(7)
will correct it so 1.9 will be fulfilled again for [ =4,...,m — 1. [R: L1-1.8 and
S slack(e) = O(1). G: L1-1.9).

Find(e)

We start at level ¢ = 0. If e < min(P) or max(P) < e we return false and 0. For each
level we let e1 = pg_, (€), e2 = sg,(€), p = pp,\¢, (€) and s = sp,\g,(e). We find p
and s by querying each of the structures D;, A;, R;, W;, H; and C;, we find e; and eg
by querying G; and comparing with the values of e; and e from level ¢ — 1. While
p < e1 and ey < s we continue to the next level, that is we increment i. Now outside
the loop, if e € B; we return 4, the type of e and the boolean true as we found e,
else we return 7 and false as we did not find e. See Figure 2.6 for an example of the
execution.
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Figure 2.7: Here we see illustrations of how we maintain the intervals when updating
the intervals. These only show single instances of each of the update operations many
different cases.

Predecessor/Successor(e)

We describe the Predecessor (and Successor) operation. We start at level ¢ = 0. If
e < min(P) then return —oo (min(P)). If max(P) < e then return max(P) (co). For
each level we let e1 = pg_, (€), e2 = sa,(€) p = pp,\¢, (€), and s = sp,\g, (e). While
p < e1 and ey < s we continue to the next level, that is we increment i. When the
loop breaks we return max(ey,p) (min(s, ez)). See Figure 2.6 for an example of the
execution.

Insert(e)

If e < min(P) we insert e as guarding at level 0 and make min(P) arriving at level 0,
call Fix(0), Rebalance-Below(m) and return. If max(P) < e we insert e as guarding
at level 0 and make max(P) arriving at level 0, call Fix(0), Rebalance-Below(m) and
return.

Let ¢; = GlL¢, (e), ¢ = GIR¢; (), by = GlLg, (e) and h, = GIRg, (e). We find the
level i of the interval (ey,ez) which e intersects using Find(e) and let e; = pg_, (e),
ez = sg,(e). See Figure 2.7. -

If e is already in the dictionary we give an error. If |¢;| > 0 or |¢,| > 0 or (eq, e2)
is of type [e1, e2] and does not contain non-climbing points then insert e as climbing
at level 1. Else if |h;| + 1+ |h,| > ¢ then insert e as climbing at level 7 and make the
points in h; and h, climbing at level i. Else insert e as helping at level i. Finally we
call Rebalance-Below(m) and then Search(e) to move e from the current level ¢ down
to level 0.



2.2. Working-Set Dictionaries 39

Search(e)

We first find e’s current level ¢ and its type ¢, by a call to Find(e). If e is in the
dictionary then we call Move-Down(e, i, 0, ¢, arriving) which will move e from level
i down to level 0 and make it arriving, while maintaining I.1-1.8, but 1.9 might be
broken so we finally call Rebalance-Below(i — 1) to fix this.

Fix (i)

In the following we will be moving elements around between D;, A;, R;, W;, H; and
C;. The moves A; — R; and R; — W;, i.e., between structures which are next to
each other in the memory layout, are simply performed by deleting an element from
the left structure and inserting it into the right structure. The moves W; — H; U C;
and the other way around H; U C; — W, will be explained below.

If |D;| > w; then perform D; LS A; where h = |D;| — w;. If |D;| < w; and
| B;\{min(P), max(P)}| > |D;| then perform H; U C; "owLw B R, R A,
and A; by D; where hy = min(w; — |D;|, |H;| + |Ci]), he = min(w; — | D;|, [W;i| + k1),
hg = mln(wz — ‘DZ|, |Rz| + hg) and h4 = min(wi — ‘Dz|, |AIL| 4+ hg)

If [Wil+|Hi|+|C;| # 0 and |R;| < 22" then perform H;UC; hy W, and W; hy R;
where hy = min(z2‘*’“ IR, |H |+ |Ci]) and hy = min(22"" — |Ry|, |[W;| + hq). If
|R;| > 22" then perform R; Iy A; where hy = |R;| — 22",

If i < m and |4;| + [Wi| < 227" then perform H; U C; by W;, where hy =
min (22" = (|| +|Wil), [Hy | +|Ci]). T | Ay |+ W3] > 227 then perform W; 3 H;UC;
where hy = min(|A;] + |W;| — 22 |W;).

If [A;] > 22" then let hy = |4;] — 22", delete W as it is empty and rename R;
to W;. Now move h; elements from A; mto a new moveable dictionary X, rename
A; to R;, rename X to A; and perform W; Iy H; UC(C;.

Performing W; — H; U C;: Let w = sw,(—o0), ¢ = GlL¢,(w), ¢ = GIRg, (w),
hi = GlLg,(w), h, = GIRy,(w), e1 = pg_,(w) and ez = sg_,(w). If |e;| > 0 or
ler] > 0 or (e1,es) is of type [e1,es] and only contains climbing points then make
w climbing at level 4. Else if |h;| + 1 + |h,| > ¢ then make h;, w and h, climbing at
level i. Else make w helping at level 1.

Performing H; UC; — W;: Let w be the minimum element of sy, (—o0) and s¢; (—o0),
and let ¢, = GIR¢, (w). Make w waiting at level i. If w was climbing and |¢,| < ¢
then make ¢, helping at level 4.

Shift-Down(%)

We move at least one element from level i into level ¢ — 1, see Figure 2.7. If |D;| <
w; then we let a be some element in D;. If |D;| < \B| then: if |A;| = 0 we
perform? H; UC; 23 Wi, W; 23 R; and R; 23 A;, where hy = min(1, |H;| + |Ci]),
he = min(1,|W;| + hy) and hg = min(1,|R;| + hg), now we know that |A4;| > 0
so let @ = sy, (—00), i.e., a is the leftmost arriving point in A; at level i. We call
Move-Down(a, 7,7 — 1, arriving, climbing).

4The move H; U C; —l> W,; will be performed the same way as we did it in Fix.
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Shift-Up(i)

Assume we are at level 7, we want to move at least one and at most ¢ arbitrary points
from B; into Biiy. Let® 51 = s¢,(—0), e1 = pg_,(s1) and ez = sg_, (s1), and let
52 = SCynler,e] (51)) 83 = SCinfer,es] (52)5 84 = SCiney,e0](53) and 85 = S¢,n[e, 0] (54),
if they exist, also let ¢, = GIR¢,A[e, e,](54) be the group of climbing elements to the
immediate right of s4, if they exist, see Figure 2.7. We will now move one or more
climbing points from B; into B;;1 where they become arriving points. If i = m —1 or
t = m then we put arriving points into D, which we might have to create, instead
of AiJrl.

We now deal with the case where (eq,es) is of type [e1, 2] and only contains
climbing points. Let [ be the level of e;’s left interval, and r the level of es’s right
interval, also let ¢; be the number of climbing points in the interval. If [ =7+ 1
we make ey arriving, else we make it guarding, at level ¢ + 1. Make the points of
s1, 89,83 and s4 that exist arriving at level 4 + 1. If ¢; < ¢ then make s5 arriving at
level ¢ + 1 if it exists, also if » = ¢ + 1 we make ey arriving, else we make it guarding,
at level 7 4+ 1. Else make s5 guarding at level i.

We now deal with the cases where (ej, ea) might contain non-climbing points. If
p(s1) = e; we make s; and sg waiting and guarding at level 4, respectively, else we
make s; guarding at level ¢ and s arriving at level ¢ + 1. Now in both cases we make
s arriving at level 4 + 1 and s4 guarding at level i. If ((s4, e2) is not of type [sq4, €3]
or contains non-climbing points) and |c¢,.| < ¢, i.e., there are less than ¢ consecutive
climbing points to the right of s4, then we make the points ¢, helping at level i.

We have moved climbing points from B; into B;;1, and made them arriving.
Finally we call Fix(i) and Fix(i + 1).

Move—Down(e, ia j7 tbefore7 tafter)

Depending on the type tpefore Of point e we have different cases, see Figure 2.7.

Non-guarding Let e; = pg_,(€), e2 = sg_, () and let [ be the level of the left interval
of e; and r the level of the right interval of es. Also let py = p(Bi\Gi)n[ehez](pﬁ,

p1 = p(B,;\G,;)ﬁ[el,eg](e)’ S1 = S(Bi\Gi)m[eheQ](e) and sy = S(Bi\Gi)m[eheQ](sl)? let
ci = FGLg,n[e,,e0](€) be the elements in the first climbing group left of e, and
let ¢, = FGR¢;, e, e,)(€) be the elements in the first climbing group right of e.

Case i = j: make e arriving in level j, if |¢;| < ¢ then make the points in ¢
helping at level j, if |¢.| < ¢ then make the points in ¢, helping at level j. Finally
call Fix(j5).

Case i > j: If both p; and p; exists we make p; guarding in level j and let €}
denote py, else make e; guarding in level min(l, j), and let €] denote e;. If p; exists
we make py of type taser at level j. If both s; and s; exists we make s; guarding
at level j, and let e} denote s1, else make e; guarding at level min(j, ) and let €}
denote es. If s1 exists we make s; of type taser at level j. Lastly we make e of type
tatter in level j. Now let ¢; denote the elements of ¢; which we have not moved in the
previous steps, likewise let ¢/. denote the elements of ¢, which we have not moved.
If ((e1,€}] is not of type [e1, €]] or contains non-climbing points) and |¢j| < ¢ then
make ¢} helping at level 4. If ([ef, e2) is not of type [eh, e2] or contains non-climbing
points) and |c}.| < ¢ then make ¢ helping at level i. Call Fix(), Fix(j), Fix(min(l,))
and Fix(min(é,7)).

Guarding If e = min(P) or e = max(P) we simply do nothing and return. Let
e1 = pg., (€) be the left endpoint of the left interval (e, e[ lying at level h and

5See the analysis in Subsection 2.2.6 for a proof that |C;| > 0.
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e2 = sg.,(e) be the right endpoint of the right interval [e, e2) lying at level i, we
assume without loss of generality that h > 4, the case h < i is symmetric. Also let [
be the level of the left interval of e; and r the level of the right interval of es. Let
P2 = P(By\Gu)nler,e](P1) a0d P1 = P(p,\ @, )n[e.e](€) De the two left points of e, if
they exists, 51 = S(B,\@,)n[e,ez](€) AN 82 = S(B\G1)[e,e0] (51) the two right points of
e, if they exits. Also let ¢; = FGLg, q[e,,¢(€) and ¢, = FGRg; e, e,1(€)-

If po does not exist we make e; guarding at level min(l, j), we make p; of type
tatter at level j and let €] denote eq, else we make p; guarding at level j and let €
denote p;. If it is the case that ¢ > j then we check: if s does not exist then we make
51 of type tasier at level j, es guarding at level min(j, ) and let ey denote eq, else we
make s; guarding at level j and let €} denote s;. We make e of type taser at level j.

Now let ¢; be the points of ¢; which was not moved and ¢ the points of ¢, which
was not moved. If |¢j| < ¢ then make ¢ helping at level h. We now have two cases if
e} exists: if |c]| < ¢ then make ¢/ helping at level i. The other case is if e} does not
exist: if ((e], e2) is not of type [e], e2] or contains non-climbing points) and |c}| < ¢
then make ¢, helping at level i. In all cases call Fix(min(l, h)), Fix(h) and Fix(z). If
i > j then call Fix(j) and Fix(min(j,r)).

Delete(e)

We first call Find(e) to get the type of e and its level i, if e is not in the dictionary we
just return. If e is in the dictionary we have two cases, depending on if e is guarding
or not.

Non-guarding Let ¢; = GlL¢, (e) be the elements in the climbing group immediately
left of e, let ¢, = GIR¢;, (€) be the elements in the climbing group immediately right
of e, let h; = GlLg, (e) be the elements in the helping group immediately left of e,
and let h, = GIRp, (e) be the elements in the helping group immediately right of e.
Let e; = pg_,(e) and let e = sg_, (e). Let [ be the level of the interval left of e; and
r the level of the interval right of es. See Figure 2.7.

We have two cases, the first is |Je1, e2[NB;| = 1: if [ > r make e; guarding and e
arriving at level r, if [ < r then make e; arriving and es guarding at level [. If | = r
and |P| = n > 4 then make e; and ey arriving at level [ = r. Delete e, call Fix(r),
Fix(1), Fix(¢) and Rebalance-Above(1).

The other case is ||e1, e2[NB;| > 1: If ((e1, e2) is not of type [e1, e2] or contains
non-climbing points) and |¢| + |¢| < ¢ then make ¢; and ¢, helping at level 4. If
|hi| 4+ |hr| > ¢ then make h; and h, climbing at level i. Delete e, call Fix(i) and
Rebalance-Above(1).

Min-guarding If e = min(P) then let ¢’ =sg_, (e) and ¢” =sg__ (€’) where 0 is the
level of (e,e’) and i is the level of (¢/,e”). The case of e = max(P) is symmetric.
Also let 51 = S(Bo\Go)N[e,e’] (e), s2 = S(Bo\Go)N[e,e’] (51), t1 = S(B,;\G,y)ﬂ[e’,e”](el) and
ta = S(B,\Gy)n[e’,e] (t1). See Figure 2.7.

If s5 exists then delete e make s; guarding at level 0 and call Fix(0). If so does
not exist and t9 exists then delete e make s; and ¢; guarding and €’ arriving at level
0 and finally call Fix(0) and Fix(¢). If s does not exist and t2 does not exist then
delete e, make s; and €” guarding and ¢’ and ¢; arriving at level 0 and call Fix(0)
and Fix(7). Finally call Rebalance-Above(1).

Guarding Let e1 = pg_, (¢) and ez = sg_,, (e), where h is the level of the left interval
(e1 : e[, i the level of the right interval [e : e3) and [ the level of the left interval that
e participates in. We assume without loss of generality that h > 4, the case h < i
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is symmetric. Let p2 = p(p,\G,)ner,e] (P1)s P1 = P(B,\Gw)nfer,e (€) and ¢ = FGL¢, (e)
be the points in the first group of climbing points left of e. See Figure 2.7.

If po exist we make p; guarding at level 7, and let ¢ denote p1, else we make
e1 guarding at level min(l,7), let e’ denote e; and if [¢/,e3) is of type [¢/,es] and
contains only climbing points then we make p; climbing at level i else we make p;
waiting at level 7. Let ¢] be the points in ¢; which was not moved in the previous
movement of points. If |¢j| < ¢ make ¢] helping at level h. If ¢’ is e; then call Fix(l).
Delete e, call Fix(h), Fix(i) and Rebalance-Above(1).

Rebalance-Below(7)

For each level I = 0,...,i we perform a Shift-Up(l) while ¢ < ¢;.

Rebalance-Above(:)

For each level I =i,...,m — 1 we perform Shift-Down(l + 1) while ¢; < —c.

2.2.5 Memory Management

We will now deal with the memory layout of the data structure. We will put the
blocks in the order By,..., B,,, where block B; has its dictionaries in the order
D;, A;, R;,W;, H;, C; and G;, see Figure 2.3. Block B,, grows and shrinks to the
right when elements are inserted and deleted from the working set dictionary.

The D; structure is not a moveable dictionary as the other structures in a block
are, it is simply an array of w; = d - 2°* elements which we use to encode the size of
each of the structures A;, R;, W;, H;, C; and G; along with their own auxiliary data,
as they are not implicit and need to remember O(2i*%) bits which we store here.
As each of the moveable dictionaries in B; have size (’)(221%) we need to encode
numbers of O(21+F) bits in D;.

We now describe the memory management concerning the movement, insertion
and deletion of elements from the working-set dictionary. First notice that the
operations Find, Predecessor and Successor do not change the working-set dictionary
or memory layout. Also the operations Shift-Down, Search, Rebalance-Below and
Rebalance-Above only call other operations, hence their memory management are
handled by the operations they call. The only operations where actual memory
management comes into play are in Insert, Shift-Up, Fix, Move-Down and Delete.
We will now describe two operations Internal-Movement — which handles movement
inside a single block/level — and External-Movement — which handles movement
across different blocks/levels. Together these two operations handle all memory
management.

Internal-Movement (i, m1, ..., m;)

Internal-Movement performs the list of internal moves my, ..., m; on block B; at
level i, where [ = O(1) and we assume that there is sufficient space to the right of
block B; for Internal-Movement to perform all its moves. Move m; consists of:

e the index v = D;, A;, R;, W;, H;, C;, G; of the dictionary to change, where we
assume® that m;.y < my.y, for j < h,

e the set of elements Sj, to put into 7, where |Siy| = O(1),

SWe will misuse notation and let v + 1 denote the next in the total order D, A, R, W, H,C, G.
We will also compare m;.y and my,.y with < in this order.
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e the set of elements Syt to take out of 7, where |Sout| = O(1) and

e the total size difference § = |Sin| — |Sout| of v after the move.

Internal-Movement (i, my, ..., my)

move |m;.d| positions

D;|...|mjy|mjy+1|...|G;

Figure 2.8: Memory movement of Internal-Movement inside of a block B;.

For j =1,...,1 do: if m;.0 < 0 then remove S,y from v, insert Sj, into v and move
v+1,...,G left |m;.0| positions, where we move them in the order v +1,...,G. If
m;.0 > 0 then move v+ 1,...,G right m;.é positions, where we move them in the

order G,...,v+ 1, remove S,y from « and insert Sj, into 7. See Figure 2.8.

External-Movement (M, . .., M)

External-Movement takes a list of external moves My, ..., M;, where [ = O(1). Move
M; consists of:

e the index 0 < v < m of the block/level to perform the internal moves
mi,...,mg on, where M.y < M.y for j < h,

e the list of internal moves myq, ..., m, to perform on block v, where ¢ = O(1),
and

e the total size difference A = Y7 _, my,.0 of block v after all the internal moves
mi, ..., mq have been performed.

Let A = le':l M;.A be the total size change of the dictionary after the external-
moves have been performed. If A = 0 then we let Yenq = M;.7y else we let Yeng = m.
Let pend = ;:‘g | B, |+ A be the last address of the right most block Yenq that we need
to alter. Let sq,..., s be the sublist of the indexes {1,...,1} where M;,.A <0 for
t=1,...,k Let ai,...,ap be the sublist of the indexes {1,...,l} where M,,.A >0
fori=1,...,h.

External-Movement operates as follows: 1) We first perform all the internal moves
of each of the external moves My, ,..., M, . 2) We compact all the blocks ¢ right,
where i € [M7.7, Yena], so the rightmost block ends at position penq. 3) We compact
blocks i € [M;.7y, Mg, .7y] to the left so they align with block M;.v — 1. 4) Finally for
each block M,,.v, for i = 1,..., h, we compact all blocks i € [M,, ,.v + 1, M,,.”]
left and perform each internal move of the external move M,, on block M, .7v. See
Figure 2.9.

Memory Management in Updates of Intervals

With the above two operations we can perform the memory management when
updating the intervals in Subsection 2.2.4: Whenever an element moves around,
is deleted or inserted, it is simply put in one or two internal moves. All internal
moves in a single block/level are grouped into one external move. Since all updates
of intervals only move around a constant number of elements, the requirements for
internal/external-movement that | = O(1) and ¢ = O(1) are fulfilled.
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External-Movement(My, ..., M;)

In 4 yOut Iny#Out Iny,Out

1)...| By, -y |...|BMQ1W|...|BM%71,W+1|...| BMq, .~ || BMSj,A, || B, .~y |"'|BMah-“f|'“
2)...|BlslW@...|BM(L1W|...|BMai714+1|...| By, |...|BM5j,7@...|BM%W@...|BML_W|...
Compact
3)...%BMSI_7|...|BMQ1_7|...|BM%_1_7+1|...| By, .~ |...|BMSj_7|...|BMSk_7|...|BM%_7|...
m Iny ,Out
) O T T o T P P O T e 23
W

Figure 2.9: Memory movement of External-Movement across multiple blocks
Bty i~y -y Bty oy

2.2.6 Analysis

We will leave it for the reader to check that the pre-conditions for each operation
in Subsection 2.2.4 are fulfilled and that the operations maintains all invariants.
We will instead concentrate on using the invariants to prove correctness of the
Find, Predecessor, Successor and Shift-Up operations along with proving time and
cache-miss bounds for these. We will leave the time and cache-miss bounds of Search,
Rebalance-Above, Rebalance-Below, Shift-Down, Insert, Delete and Fix for the reader
as they are all similarly in nature. At the end of this subsection we will have proved
Theorem 2.1:

Theorem 2.1. There exists a cache-oblivious implicit dynamic dictionary with
the working-set property that supports the operations Insert and Delete in
time O(logn) and O(loggn) cache-misses, Search, Predecessor and Successor
in time O(logmin(lpe), e, lse))), O(loglpe)) and O(loglyey), and cache-misses
O(logg min(£pe), £e, £s(e))), O(logp Lyey) and O(logg L)), respectively, where p(e)

and s(e) are the predecessor and successor of e, respectively.

Find(e)

We only consider the cases where min(P) < e < max(P), the other cases trivially gives
the correct answer in O(1) time and cache-misses as min(P), max(P) € Gy. Assume
that Find(e) stops at level 7, then we have that e; < p or s < e so I(e1,ea,i) #
and 7 is the minimal i where this happens, see Lemma 2.1. Notice that e; = pg_, (e)
and ez =sg_,(e), so e; and eg are the same as in Lemma 2.1. When the while loop
breaks we have all the preconditions for Lemma 2.1. Now e is either in the dictionary,
or not, and if e is in the dictionary it is either guarding or not, so we have three
cases.

Case 1) e is in the dictionary and is non-guarding: then we have from Lemma
2.1 that (e1,eq) is an interval at level i and e € B;. From this we also have that
log(£e) > log(22" 7).

Case 2) e is not in the dictionary: from Lemma 2.1 the interval (e, ez) lie at
level i and we know that e intersects it. Since e is not in the dictionary ¢. = n and
then log(£.) > log(22" ).

Case 3) e is in the dictionary and is guarding: from Lemma 2.1 we have that
either (e, e) or (e, es) lie in level ¢, hence e € G; C B;. From this we also have that

log(¢.) > log(22mx(i’j)+k71) > log(22i+k71).
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From the above we see that Find(e) runs in 0(log(221+k71)) = O(log min(£pc), Le,
ls(ey)) time. When we look at the cache-misses we will first notice that the first
|loglog B| levels will fit in a single cache-line because all levels are next to each
other in the memory layout, so the total cache-misses will be

i

olit+ Y (1 +logg (22’“))

j=|loglog B]+1

itk )
— 0(25) - Ottogs minla b )

Predecessor/Successor(e)

We will only handle the Predecessor operation, the case for the Successor is symmetric.
Since we have the same condition in the while loop as for Find, we know that when
it breaks it implies that I(eq, ea,4) # (). So from Lemma 2.1, e intersects an interval
at level ¢ and the predecessor of e is now max(eq, p).

From 1.4 we know that log(¢,) > 10g(221+k71) and the total time usage is
Zz':o O(log(227/+k)) = O(2"+*) = O(log(¥,)). Like in Find, the first |loglog B] levels
fit into one block/cache-line hence the total cache-misses will be O(logg(4,)).

Shift-Up(i)

For Shift-Up to work for level ¢ it is mandatory that |C;| > 0 so that s¢, (—o0) will
return an element which can be moved to level ¢ 4+ 1. From the precondition that

|H;| + |C;| = 4c22"" 4 ¢;, where ¢ < ¢ = O(1), we have that

G| = 4¢22"" + ¢, — |Hy| > 4¢22"" — ¢ — |Hj|
so proving that |H;| < 4e22"" —cis enough. From 1.3 we can at most have ¢ — 1
helping points in a helping group, so for every c—1 helping points we need a separating
point, the role of the separating point can be played by a point from D;, A;, R;, W;
or G<;—1. These are the only ways to contribute points to H; hence for ¢ > 1 we
have this bound

|Hi| < (c—1)(|Ds| + |Ag| + |Ri| + Wi + |G<i—1])

—~
=
~—

i1
(c=1) {wi+2-227" + 3 ((4+2d 48022 +20)

<
j=0
k izt k
itk it
< (e—1) [wi+2-27 42+ (4+2d+8c) > 27
=0

(2) . i i _
< (e—1) (d.22+’“+2.z2+"+(4+2d+8c).2.22“‘ 1—}—202')

Where we in (1) have used 1.5, 1.6 1.7 and O.1, and in (2) we used that Z;;E 927tk
<2.227 - , which can easily be prove by induction in 4 with the base case of i = 1.
If we now use that ¢ = 5 then we get

H| < 8.2 4 (884 16d)-2%  +4d- 2% 4+ 40i

3) .
< 1192
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where we in (3) require that 88 + 16d < 227’%71, 4d - 2k < 227" and 40i < 227",
Since 7 > 1, we can insert ¢ = 1 as that will make all the requirements the strongest.
From the first we get k > loglog(88 + 16d), the second k > logk and the third
k > loglog(40) — 1. Which are satisfied for k£ > max(loglog(88 + 16d), 2). This gives
us that |C;| > T i |H;| >0fori=1,...,m—1.
For ¢ = 0 we have a different bound as G<;_ is empty, we get the bound
|Ho| < (c—=1)(IDs| + |As| + |Ri| + [Wi)

< (c—1>(d'2i+’“+2-22i+k>
If we again insert that ¢ = 5 we get that
Ho| < 4 (d itk 4. 22”’“)

822" {4492k

—~
N
=

9.92"

IN

where we in (4) require that 4d - 2% < 22" which is true when k > log log(4d) + 1,
which is already true when k > max(loglog(88 + 16d),2). So we have proved that
|C;] > 0 for level i = 0,...,m — 1.

MOVG—DOWI‘[(B, i, .j7 tbefore; tafter)

Move-Down moves a constant number of points around and into level j from level
i. If e is non-guarding we call Fix(¢), Fix(j), Fix(min(,4)) and Fix(min(i,r)). If
e is guarding where h > i we call Fix(min(l,h)), Fix(h) and Fix(i), and if i >
j we also call Fix(j) and Fix(min(j,r)). In the non-guarding case the time is
bounded b;_/kO(log 221%) = O(log¥.) and the cache-miss bounds are dominated by
O(log 22" ") = O(logg £.). In the guarding case the time is bounded by O(log 22 '+k)
= O(log¢.) and the cache-miss bounds are dominated by O(logg 22h+k) = O(logp Ce).

Internal-Movement (i, mq,...,m;)
It takes O(log(22i+k)) = O(21*) time and O(log3(22i+k)) = O(%) cache-misses
to perform move j. In total all the moves my, ..., m; use O(2!*) time and O(%)

cache-misses, as | = O(1).

External-Movement (M, ..., M)

It takes O(! log(22i+k)) = O(I2"*F) time and O(llogB(22i+k)) = 0(1%) cache-
misses to perform the internal moves on level i. In total all the external moves

My, ..., M; use O(27atF) time and O(QI;?;

at level yena dominates the rest and [ = O(1).

) cache-misses, as the external move



Chapter 3

Catenable Priority Queues
with Attrition

In this chapter we will present ephemeral I/O-efficient catenable priority queues
with attrition (I/0-CPQAs) that store a set of elements from a total order. The
I/0-CPQAs support the operations of Find-Min, Delete-Min, Insert-and-Attrite and
Catenate-and-Attrite in O(1) worst-case I/Os and O(1/b) amortized I/Os. For the
amortized bound we need to pre-load a constant number of blocks into main memory
for every root I/O-CPQA, for any parameter 1 < b < B. We call these pre-loaded
records critical records. For the sake of simplicity, we identify an element with its
value. Denote by @ an I/O-CPQA and by min(Q) the smallest element stored in Q.
We denote by @ also the set of elements in I/O-CPQA Q. An I/O-CPQA supports
the operations formally defined as:

e Find-Min(Q) returns min(Q).

e Delete-Min(Q) removes min(Q) from @ and returns it. The resulting I/O-CPQA
is @' = Q\{min(Q)}, and Q is discarded.

e Catenate-and-Attrite(Q1, Q2) catenates I/O-CPQA Q2 at the end of another
I/O-CPQA @1, removes all elements in Q; that are larger than or equal
to min(Q2) (attrition), and returns the result as a combined I/O-CPQA Q) =
{e € Q1] e<min(Q2)} UQ2. The old I/O-CPQAs @, and Q- are discarded.

e Insert-and-Attrite(Q, ¢)! appends e to the end of @ while attriting elements
larger than e. The resulting I/O-CPQA is Q' ={e’ € Q | € < e} U{e}.

3.1 Structure

An I/O-CPQA Q@ cousists of two sorted buffers, called the first buffer F/(Q) with
[b, 4b] elements and the last buffer L(Q) with [0, 4] elements, and kg + 2 deques
of records, called the clean deque C(Q), the buffer deque B(Q) and the dirty de-
ques D1(Q), ..., Dy, (Q), where kg > 0. A record r = (I, p) consists of a buffer /
of [b,4b] sorted elements and a pointer p to an I/O-CPQA. A record is simple when
its pointer p is nil. The definition of I/O-CPQAs implies an underlying tree structure
when pointers are considered as edges and I/O-CPQAs as subtrees. We define the
ordering of the elements in a record r to be all elements of its buffer [ followed by

LInsert-and-Attrite(Q, e) is implemented by a call to Catenate-and-Attrite(Q1,Q2), where Q2
contains only element e.

47



48 Chapter 3. Catenable Priority Queues with Attrition

all elements in the I/O-CPQA referenced by pointer p. We define the queue order
of I/O0-CPQA @ to be F(Q), C(Q), B(Q) and D1(Q), ..., Dr,(Q) and L(Q). It
corresponds to an Euler tour over the tree structure. See Figure 3.1 for an overview
of the structure.

FQ) L(Q)
L Q) B(Q) Di(Q) Drg1(Q)  Dio(Q) mm

[ e e (e O [l - [ [ - )|

Figure 3.1: The records in C(Q) and B(Q) are simple, the records
of D1(Q),...,Dr,(Q) may contain pointers to other I/O CPQAs. I/0-CPQAs
imply a tree structure. Dark gray records are critical.

Given a record r = (I, p), the minimum and maximum elements in the buffer of r,
are denoted by min(r) = min(!) and max(r) = max(l), respectively. They appear
respectively first and last in the queue order of [, since the buffer of r is sorted
by value. Given a deque ¢, the first and the last records are denoted by first(q)
and last(q), respectively. Also, rest(q) denotes all records of the deque ¢ excluding
the record first(g). Similarly, front(q) denotes all records of the deque g excluding
the record last(q). The size |F(Q)| (|L(Q)|) of the buffer F(Q) (L(Q)) is defined to
be the number of elements in F(Q) (L(Q)). The size |r| of a record r is defined to
be the number of elements in its buffer. The size |¢| of a deque ¢ is defined to be
the number of records it contains. The size |Q| of the I/O-CPQA Q is defined to
be the number of elements (both attrited and non-attrited) that ¢ contains. For
an I/O-CPQA @ we denote by first(Q) and last(Q), respectively, the first and last
records out of all the records of all the deques C(Q), B(Q), D1(Q), ..., D, (Q) that
exist in Q.

3.2 Invariants

Having defined the structure of the I/O-CPQA we will now state the invariants that
we will maintain and use later to prove correctness and I/O bounds.

I.1) For every record r = (I, p) where pointer p references I/O-CPQA @', max(l) <
min(Q’) holds.

1.2) In all deques of @ where record r1 = (l1,p1) precedes record ro = (l2,p2):
max(l;) < min(l2) holds.

1.3) For the buffer F(Q) and deques C(Q),B(Q),D1(Q): max(F(Q)) <
min(first(C(Q))) < max(last(C(Q))) < min(first(B(Q))) < min(first(D1(Q)))
holds.

1.4) Element min(first(D;(Q))) is the smallest element in the dirty deques
D1(Q); - -, De(Q).

1.5) min(first(D1(Q))) < min(L(Q)).

1.6) All records in the deques C(Q) and B(Q) are simple.

L7) [C(Q)] 2 5% [Di(Q)] + -

1.8) |F(Q)] < b holds iff |@Q| < b holds.

1.9) If Q is a child of another I/O-CPQA then F(Q) =0 and L(Q) = 0 holds.
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From invariants 1.2), 1.3), 1.4) and 1.5), we have that min(Q) = min(F(Q)). Define
the state A(Q) of @ to be:

kq
A@Q) =1CQ) =Y IDi(Q)] - ke
i=1

We say that an operation iémproves or aggravates the inequality of Invariant 1.7)
by a parameter ¢ for I/O-CPQA @, when the operation, respectively, increases or
decreases the state A(Q) of @ by c.

To argue about the O(f) amortized I/O bounds we need more definitions.
By records(Q) we denote all records in @ and the records in the I/O-CPQAs
pointed to by @ and its descendants. We call an I/O-CPQA @ large if |Q] > b and
small otherwise. We define the following potential functions for large and small
I/0-CPQAs. In particular, for large I/O-CPQAs @ the potential ®(Q) is defined as

(Q) = @r(|F(Q)]) + [records(Q)| + @£ (IL(Q)]),

where
5—2 b<w<2b
bp(x) = 1, 2b<x < 3b
25 3b<xz<4b
and
%, 0<x<b
b (x) = 1, b<xz<3b

2 _ 5 3b<ax<4b
For small I/O-CPQAs @, the potential ®(Q) is defined as

2(Q) = 24

The total potential ®r is defined as
or=Y Q)+ Y 1,
Q Q: b<|Q|

where the first sum is the total potential of all I/O-CPQAs @ and the second sum
counts the number of large I/O-CPQAs Q.

3.3 Operations

In the following, we describe the algorithms that implement the operations supported
by the I/O-CPQA Q. Most of the operations call the auxiliary operations Bias(Q)
and Fill(Q), which we describe last. Bias improves the inequality of 1.7) for @ by at
least 1 if @ contains any records. Fill(Q) ensures that 1.8) is maintained.

Find-Min(Q)
Find-Min(Q) returns the value min(F(Q)).

Delete-Min(Q)

Delete-Min removes element e = min(F(Q)) from the first buffer F/(Q), calls Fill(Q)
and returns e.
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Catenate-and-Attrite(Q1, Q2)

Catenate-and-Attrite(Q1, Q2) creates a new I/O-CPQA Q) by modifying @, and @2,
and by calling Bias(Q]), Bias(Q2), Fill(Q}) and Fill(Q2).

If |Q1| < b holds, then Q; consists only of the first buffer F(Q1). Let F'(Q1) be
the non-attrited elements of F/(Q)1), under attrition by min(F(Q3)). Prepend F'(Q1)
onto the first buffer F(Q2) of Q. If this prepend causes |F(Q2)| > 4b, then we take
the last 2b elements out of F(Q2), make a new record out of them and we prepend
it onto the deque C(Q2).

If |Q2| < b holds, then Q2 only consists of F(Qs). If |Q1] < b then we delete the
attrited elements in F'(Q;) and append F'(Q2) onto F'(Q1). We now assume that
|Q1] > b. We have three cases, depending on how much of Q; is attrited by Q5. Let
r=(l,-) =last(Q1) and let e = min(Q2).

1. e < min(r): Delete r. We now have four cases:

1) If e < min(F(Q1)) holds, we discard I/O-CPQA Q; and set Q] = Qo.

2) Else if e < max(last(C(Q1))) holds, we prepend F(Q) onto C(Q1), set
F(Q1) =0, C(Q1) =0, B(Q1) = C(Q1), kg; = 0 and L(Q)) = F(Q2).
We call Bias(Q') once to restore 1.7) and then call Fill(Q}) once to restore
Invariant 1.8).

3) Else if e < min(first(B(Q1))) or e < min(first(D1(Q1))) holds, we set
Q1 = Q1 and kg, = 0 and set L(Q}) = F(Q2). If e < min(first(B(Q1)))
holds, we set B(Q}) = 0, else we set B(Q}) = B(Q1).

4) Else,let L'(Q1) be the non-attrited elements under attrition by min(F(Q2)).
If |L(Q1)| + |F(Q2)| < 4b then append F(Q2) to L'(Q1), else |L'(Q1)| +
|F'(Q2)| > 4b so take the first 4b elements of L'(Q;) and F(Q2) and make
into a new record in a new last dirty queue of @, leave the rest in L(Q?),
set kg, = kg, + 1 and call Bias(Q}) twice to restore 1.7).

2. Else if e < min(L(Q1)), we set Q] = Q1 and L(Q}) = F(Q2).

3. Else min(L(Q1)) < e: Let I’ be the non-attrited elements of [, under attrition
by min(L(Q1)), and L’'(Q1) be the non-attrited elements, under attrition by e.
If |[L'(Q1)] + | F(Q2)| > 4b holds, we do the following: if |I'| < |I| holds, we put
the first 4b—|I’| elements of L'(Q1) and F(Q2) into I along with I’. Moreover, if
we still have more than 3b elements left in L'(Q1) and F(Q2), we put the first
3b elements into a new last record of Dy, (Q1). Finally, we leave the remaining
elements in L(Q1). If we added a new last record to Dy, (Q1), we also call
Bias(@) once.

We have now entirely dealt with the cases where |Q1| < b or |Q2] < b holds, so in
the following we assume that |Q1]| > b and |Q2| > b hold, i.e., any I/Os incurred in
the cases (1-4) below are already paid for, since the total number of large I/O-CPQAs
decreases by one. Let e = min(Qs).

1. If e < min(F(Q1)) holds, we discard I/O-CPQA Q7 and set Q) = Qo.

2. Else if e < max(last(C(Q1))) holds, we prepend F(Q1) onto C(Q1) and F(Q2)
onto C'(Q2). We remove the simple record (I,-) = first(C(Q2)) from C(Q2),
set @ = Qu, F(Q) = 0, C(@)) = 0, BQ}) = C(Qu), Di(Q)) = (Lp),
kg, =1, L(Q}) = L(Q2) and L(Q3) = 0, where p points to Q5 if it exists. This
gives A(Q}) = —2, thus we call Bias(Q]) twice and Fill(Q}) once.
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3. Else if e < min(first(B(®1))) or e < min(first(D1(Q1))) holds, we prepend
F(Q2) onto C(Q2) and remove the simple record (I, -) = first(C(Q2)) from C(Q2),
set Q4 = Qu, Dr(Q4) = (1p), kgr = 1, L(Q4) = L(Qa), L(Qb) = 0 and set p
to point to Q%, if it exists. If e < min(first(B(Q1))) holds, we set B(Q}) = 0,
else we set B(Q}) = B(Q1). This gives A(Q}) = —2 in the worst-case, thus we
call Bias(Q}) twice.

4. Else let L'(Q1) be the non-attrited elements of L(Q1), under attrition by F(Q3).
If |IL'(Q1)| + | F(Q2)] < 4b holds, then we make L'(Q1) and F(Q2) into the first
record of C(Q2). Else we make them into the first two records of C(Q2) of size
L@+ IF(@2)])/2] and [(IL(Q1)| + [F(@2)])/2] each. We set Q) = Qs,
F(QY) = 0, L(Q)) = L(Qa), L(Q4) = 0, remove (s, ) = first(C(Qs)) from
C(Q2). Moreover, we add (I2,p) as a new single record in Dy, +1(Q7), where p
points to the rest of @5, if it exists, and set kq: = kq, + 1. All this aggravates
the inequality of 1.7) for @} by at most 2, so we call Bias(Q}) twice.

Fill(Q)

Fill(Q) restores invariant 1.8), if it is violated. In particular, if | F(Q)| < b and |Q| > b,
let r = (I,-) = first(C(Q)). If |I| > 2b holds, then we take the b first elements of
and append them to F(Q). Else |I| < 2b holds, so we append [ to F(Q), discard r
and call Bias(Q) once.

Bias(Q)

Bias(Q) improves the inequality of 1.7) for @ by at least 1 if @ contains any records.
It also ensures that invariant 1.8) is maintained. We distinguish two basic cases with
respect to |B(Q)|, namely |B(Q)| = 0 and |B(Q)| > 0.

1. |B(Q)| > 0: We have two cases depending on if kg > 1 or kg = 0.

1) kg = 0: Let e = min(L(Q)), if it exists. We remove the first record
r1 = (Iy,) = first(B(Q)) from B(Q). Let I} be the non-attrited elements
of 1, under attrition by element e. If |I}| = |I1| holds, nothing is attrited,
so we just add r; = (I1,-) at the end of C(Q).

Else |I}] < |I1] holds, so we set B(Q) = 0. If |I{| > b holds, then we make
record r1 with buffer I} into the new last record of C(Q). Else |l}| < b
holds, so if |I}] + |L(Q)] < 3b also holds, we add I} to L(Q) and discard
r1. Else |I}| 4+ | L(Q)| > 3b also holds, so we take the 2b first elements of I}
and L(Q) and put them into 71, making it the new last record of C(Q).

2) kg > 1: Let e = min(first(D1(Q))). We remove the first record m =

(l1,-) = first(B(Q)) from B(Q). Let I} be the non-attrited elements of I;,
under attrition by element e.
If [I1] = |la| or b < |I}] < |l1] holds, we just add r1 = (I}, -) at the end
of C(Q) and if |Ij] < |l1] we set B(Q) = (. Else |I1] < b hold, we set
B(Q) = 0, let ro = (la,p2) = first(D1(Q)). If |I1] + |l2] < 4b holds, we
discard r1 and prepend l] onto ls of ro. Else |I]| + |l2| > 4b holds, so we
take the first 2b elements of [} and Iy and put them in r1, making it the
new last record of C(Q). If this causes min(L(Q)) < min(first(D1(Q))),
we discard all dirty queues.

If 7, was discarded, then we have that |B(Q)| = 0 and we call Bias recursively,
which will not invoke this case again. In all cases the inequality of 1.7) for @ is
improved by 1.
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2. |B(Q)| = 0: we have three cases depending on the number of dirty queues,
namely cases kg > 1, kg = 1 and kg = 0.

1) kg > 1: If min(L(Q)) < min(first(Dy,, (Q))) holds, we set kg = kg — 1
and discard Dy, (Q). This improves the inequality of 1.7) for @ by at
least 2. Else let e = min(first(Dy,, (Q))).

If e < min(last(Dy,—1(Q))) holds, we remove the record last(Dy,—1(Q))
from Dy, —1(Q). This improves the inequality of 1.7) for @ by 1.

If min(last(Dy,-1(Q))) < e < max(last(Dy,-1(Q))) holds, we remove
record ry = (I1,p1) = last(Dr,-1(Q)) from Dy, 1(Q), and let ry =
(I2,p2) = first(Dy, (Q)). We delete any elements in [; that are attrited
by e, and let I} denote the set of non-attrited elements. If |I]| + |l2| < 4b
holds, we prepend [} onto Iy of ro and discard r. Else we take the first
L(173] + |I2])/2] elements of I} and I and replace r; of Dy, 1(Q) with
them. Finally, we concatenate Dy, _1(Q) and Dy, (Q) into a single deque.
This improves the inequality of 1.7) for @ by at least 1.

Else max(last(Dy,-1(Q))) < e holds and we just concatenate the de-
ques Dy, —1(Q) and Dy, (Q), which improves the inequality of 1.7) for Q

by 1.
F(Q) L(Q)
mm c(Q) D1(Q) )
(E e s ICEI—W{:B\ 77777777777777777777777777777
S0@)  B@)  Di(@) Dy, (@)

o)) o) -] ~ [ | hﬂ

\ \ \

Figure 3.2: Merging 1/O-CPQAs @Q and @Q’. This case can only occur when B(Q) = 0
and kg = 1.

2) kg = 1: In this case @ contains only deques C(Q) and D:(Q). Let

r = (I,p) = first(D1(Q)). If min(L(Q)) < min(first(rest(D1(Q)))) holds,
we discard all dirty queues, except for record r of D1 (Q).
If min(L(Q)) < max(l) holds, we discard all the dirty deques and let I’ be
the non-attrited elements of I. If |I'| +|L(Q)| < 3b holds, we prepend !’
onto L(Q). Else |I'| +|L(Q)| > 3b holds, so we take the first 2b elements
of I’ and L(Q) and make them the new last record of C(Q) and leave the
rest in L(Q). This improves the inequality of 1.7) for Q by 1.

Else max(¢) < min(L(Q)) holds, so we remove r and insert buffer I
into a new record at the end of C(Q). This improves the inequality
of 1.7) for @ by at least 1. If r is not simple, let the pointer p of r ref-
erence I/0-CPQA Q'. We restore 1.6) for Q by merging I/O-CPQAs Q
and @’ into one I/O-CPQA; see Figure 3.2. In particular, let e =
min(min(first(D1(Q))), min(L(Q))).

We proceed as follows: If e < min(Q’) holds, we discard @Q'. The inequal-
ity of 1.7) for @ remains unaffected. Else if min(first(C(Q'))) < e <
max (last(C'(Q’)) holds, we set B(Q) = C(Q') and discard the rest of @'.
The inequality of 1.7) for ) remains unaffected.

Else if max(last(C(Q’)) < e < min(first(D1(Q’))) holds, we concatenate
the deque C(Q’) at the end of C(Q). If moreover min(first(B(Q'))) < e
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holds, we set B(Q) = B(Q'). Finally, we discard the rest of @’. This
improves the inequality of 1.7) for @ by |C(Q’)].

Else min(first(D1(Q’))) < e holds. We concatenate the deque C(Q’) at
the end of C(Q), we set B(Q) = B(Q'), we set D1(Q’), ..., D, (Q') as
the first kg dirty queues of @ and we set D1(@Q) as the last dirty queue
of @. This improves the inequality of 1.7) for @ by A(Q’) > 0, since @’
satisfied Invariant 1.7) before the operation.

3) kg = 0: If all deques are empty, L(Q) # () and |F(Q)| < 2b hold, we take
the first b elements of L(Q) and append to F(Q). The inequality of 1.7)
for @ remains A(Q) = 0.

3.4 Analysis

In this section we will prove correctness and I/O-complexity for the I/O-CPQA,
we will do this in Subsection 3.4.1. In Subsection 3.4.2 we show how to change the
Catenate-and-Attrite operation to concatenate an arbitrary number [ of I/O-CPQAs
without doing any I/Os, assuming that the I/O-CPQAs fulfill and extra requirement.

3.4.1 Correctness and I/O-complexity

We will now prove correctness and I/O complexity of the operations of the I/O-CPQA.
The correctness follows by closely noticing that we maintain invariants 1.1)-1.9),
which in turn imply that Delete-Min(Q) and Find-Min(Q) always return the minimum
element of Q. The O(1) worst-case I/O bound is trivial as every operation only
accesses O(1) records. Although Bias is recursive, notice that in the case where
|B(Q)| > 0, Bias only calls itself after making |B(Q)| = 0, so it will not end up in
this case again.

For the amortized I/O-complexity we will use a potential analysis and in the
following we will elaborate on all the operations that modify the I/O-CPQA in order
to argue for the amortized bounds. At the end of this subsection we will have proven
the following theorem:

Theorem 3.1. An I/O-CPQA supports Find-Min, Delete-Min, Catenate-and-Attrite
and Insert-and-Attrite in O(1) 1/Os per operation. It occupies O("5F™) blocks after
calling Catenate-and-Attrite and Insert-and-Attrite n times and Delete-Min m times,
respectively.

All operations are supported by a set of £ I/O-CPQAs in O(%) amortized 1/0s,
when M = Q(€b), using O("5™) blocks of space, for any parameter 1 < b < B.

Delete-Min

If |F(Q)| > b holds after deleting min(F(Q)), then no I/Os are incurred and we only
pay an amortized cost of < 2 for increasing the potential. Else |F(Q)| = b — 1 holds,
so ®p(|F(Q)|) > 3 also holds, which pays for any I/Os in calling Fill and Bias.

Catenate-and-Attrite

If |Q1] < b holds, then we prepend the non-attrited elements F'(Q1) onto F(Q2).
So if |[F'(Q1)] + |F(Q2)] < 4b holds, then each element of F(Q;) has a potential
of %, which is higher than the potential for each element in ®(z), independent
of the value of z. Thus ®(|F(Q1)|) pays for any increase in potential. If instead
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|[F'(Q1)| + | F(Q2)| > 4b holds, then |F(Q2)| > 3b holds, so

sty = (Mg r@u) -0+

(@] 2(F(QU) + | F(Q2)])
= b b

—7>1

which pays for making the new first record of C'(Q2).
If |Q2] < b holds, then we have three cases depending on how much of @Q; is
attrited by Q2. Let e = min(Qs) and r = (I, -) = last(Q):

1. e < min(last(Dy,, (Q1))): We discard r which releases 1 potential and have
the four cases:

1) If e < min(F(Q1)): The potential decreases, because we only discard
records.

2) Else if e < max(last(C(Q1))): We prepend F(Q1) onto C(Q) and discard
records, which only decreases the potential, since ®p(z) > 1 when = > b.
Our calls to Bias and Fill are paid for as we discard r.

3) Else if e < min(first(B(Q1))) or e < min(first(D1(Q1))): We set L(Q1) =
F(Q2) and discard records, which only decreases the potential, since
O (x) < Pp(x) for all z.

4) Else: If |L'(Q1)| + | F(Q2)| < 4b we append F(Q2) to L'(Q1) and ®r(|Q2|)
pays. Else we make a new dirty queue with one new record, which costs 1

potential and 1 potential to cover the I/Os in Bias. The total potential
difference is

APy > (PL(IL(Q1)]) +2(|Q2f)) — (1 +1)
2(IL(@)I +F(@2)]) | [F(@2)]
(AL @) | i)
> 1

2. e < min(L(Q1)): We set L(Q}) = F(Q2), which again only decreases the
potential.

3. min(L(Q1)) < e: If |L'(Q1)] + | F(Q2)| > 4b holds, then if furthermore |I’| < |{|
we put the first 4b— |I’| elements of L'(Q1), F(Q2) and I’ into I, with no change
in potential. If there are still more than 3b elements left in L'(Q1) and F(Q2),
then we put the first 3b elements into a new last record of Dy, (Q1) for a cost
of 1 in potential and call Bias for a cost of 1 for I/Os, and leave the remaining
< 2b elements in L(Q1) for a cost of < 1. All this is paid for, as the total
decrease in potential is

Adp

IV

(@L(IL(Q)) + @r(F(Q2))) —(1+1+1)
21L(Q1)| | 3[F(Q2)

= ;o o 8
2L/(@)| +IF@)) | [FQl 4,
- b b

Both @1 and Q2 are large in all the cases (1-4), hence when we concatenate them, we
decrease the potential by at least 1, since the number of large I/O-CPQA’s decreases
by one, which is enough to pay for any other I/Os incurred, also in Bias and Fill. So
we only need to argue that the potential does not increase in any of the cases.
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1. If e < min(F(Q1)): the potential decreases, since we discard Q.

2. Else if e < max(last(C(Q1))): we prepend F'(Q)1) onto C(Q1) and F(Q2) onto
C(Q2), discard and move around records, which only decreases the potential,
as ®p(x) > 1 when > b.

3. Else if e < min(first(B(Q1))): we prepend F(Q2) onto C(Q2), discard and
move around records, which only decreases the potential, as ® () > 1 when
x > b.

4. Else: We make L'(Q1) and F(Q2) into the first one or two records of C(Q3).
Since Q2 is large, |F(Q2)| > b holds, and hence we have that ®r(|F(Q2)|) > 1.
If we only make one new record, ®r(|F(Q2)|) pays for it. If we make two
records, then |L'(Q1)| + |F(Q2)| > 4b holds. So if |L'(Q1)] > b moreover holds,
then @1, (]L(Q1)]) > 1 pays for the other record. Else |L'(Q1)] < b holds, but
then |F(Q2)| > 3b also holds, so

OL(|L(Q1)]) + r(|F(Q2)])

_ L@l 2@,

b b
[F(Q2)]
b

o (@) + |F(@2)

—-5>2
Z b >

+

which pays for both new records.

Insert-and-Attrite

The total cost is O(3) I/Os amortized, since creating a new I/O-CPQA with only
one element and calling Catenate-and-Attrite only costs as much.

Fill

Any I/Os incurred, are prepaid by a decrease in potential made in the procedure
calling Fill, so we only need to argue that the potential does not increase. If |[F(Q)| < b
and |@Q| > b then we append at most 2b elements to F(Q), hence @5 (|F(Q)|) will
only decrease.

Bias

All T/Os have been paid for by a decrease in potential caused by the caller of Bias.
So we only need to argue that the potential does not increase because of Bias.

1. |B(Q)] > 0: We discard, move around and merge records, but we do not create
new ones. Thus the potential will only decrease.

2. |B(Q)| = 0: We follow the cases of Bias.

1) kg > 1: We again discard and move around records, and rearrange their
elements, but we do not create new records, so the potential will only
decrease.

2) kg =1: Let r = (I,p) = first(D1(Q)). If min(L(Q)) < max(l) holds, we
might prepend I’ onto L(Q), but only if [I'| +|L(Q)| < 3b. This will not
increase the potential of L(Q) by more than 1, and r pays for that. For
the rest of the case, we discard and move around records and rearrange
their elements, but we do not create new records, so the potential only
decreases.
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3) kg = 0: If we append the first b elements of L(Q) onto F(Q), then
|F(Q)] < 2b holds, so ®r(|F(Q)]) can only decrease. Likewise, when
taking at most b elements from L(Q), then ®1(|L(Q)|) will only decrease.

3.4.2 Catenating a Set of I/O-CPQAs

Define the critical records of an I/O-CPQA @Q, to be the first three records of C(Q),

last(C(Q)), first(B(Q)), first(D1(Q)), last(Dy,, (Q)) and last(front(Dy, (Q))), if it
exists. Otherwise last(Dg,—1(Q)) is critical.

Lemma 3.1. A set of I/O-CPQAs Q; fori € [1,{] can be concatenated into a single
I/0-CPQA without doing any 1/0s, by calling only Catenate-and-Attrite operations,
provided that for all i:

1. A(Q;) > 2 holds, unless Q; contains only one record, in which case A(Q;) =0
or Q; contains only two records, in which case A(Q;) = +1 suffices.

2. The critical records of Q; are loaded in main memory.

Proof. The algorithm considers the I/O-CPQAs Q; in decreasing index ¢ (from right
to left). Tt first sets Q° = @Q and constructs the temporary I/O-CPQA Q*~! by
calling Catenate-and-Attrite(Q,_1,Q%). After the end of the sequence of operations,
the resulting I/O-CPQA Q! is the concatenation of all I/O-CPQAs Q;.

To avoid any I/Os during the sequence of Catenate-and-Attrite’s, we ensure
that Bias and Fill are not called, and that no more than the critical records need
to be already loaded into memory. To avoid calling Bias we maintain the following
invariant during the sequence of concatenations.

1.10) Each I/O-CPQAs Q',i € [1,£] constructed during the sequence of catenations
is in state at least +1 unless it consists only of the front buffer in which case it
is in state 0.

We prove the invariant inductively on the sequence of operations. Let the invariant
hold for Q! and let Q¢ be constructed by Catenate-and-Attrite(Q;,Q**1). In the
following, we parse the cases of the Catenate-and-Attrite algorithm assuming that
e = min(Q"*1).

If |Q;i] < b holds, then Bias is not invoked and the state of @“*! remains > 1 or
is increased by 1.

If |Q'!| < b and |Q;| > b then we have to go through the three respective cases,
where r = (I, -) = last(Q;).

1. If e < min(r): if record r exists then the state of Q; is increased by 1 and it
becomes > 3.

1) If e < min(F(Q1)): Since Bias is not called 1.10) holds trivially.

2) Else if e < max(last(C(Q1))): Q" is constructed as before and we then do
the following. Since kg: = 0, we take out the first two records of B(Q")
which are critical since they came from F'(Q;) and first(Q;). Then, we fill
F(Q?) with one of these records provided that no attrition was enforced
by L(Q"). In this case, the state of Q% is > 1 and the invariant holds. If
attrition took place then B(Q?) is discarded and the at most two records
of C(Q*) and the buffer L(Q;) are combined (notice that all of them are
critical) to make Q° consisting only of records in F(Q?) and C(Q?) and
thus 1.10) holds.

3) Else if e < min(first(B(Q1))) or e < min(first(D;(Q1))): Since Bias is not
called 1.10) holds trivially.
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4) Else: the state at the end is > 0, since the state of @); was > 2 by the
induction hypothesis. To restore the invariant that the state of Q! should
be > 1 we check whether last(Dg, (Q%)) is attrited or not by the new
dirty queue. Since both are critical this can be done with no I/Os and
thus the state of Q* is increased to > 1.

2. Else if e < min(L(Q1)): since we do not call Bias, 1.10) holds trivially.

3. Else min(L(Q1)) < e: the state of @; is only reduced by 1 which makes the
state of Q¢ being > 1 which is sufficient to maintain 1.10).

Now we move to the more general case where |@Q1] > b and Q3] > b.
1. If e < min(F(Q1)): we do not call Bias, so 1.10) holds trivially.

2. Else if e < max(last(C(Q1))): To increase the state of Q° from —2 to > 1 we
do as follows. We extract the 4 records of B(Q"), which incurs no 1/Os since all
four of them are critical (the first was from F(Q;) and the other three from the
first 3 critical records of C(Q;)). If no attrition was enforced by e = min(Q**!),
then the state of Q% is > 1. If attrition is enforced then there are not that
many records in B(Q?), then Q™! is reconstructed (just prepend (I, -), which
was the old first(C(Q**!)), onto C(Q**!) and then prepend the non-attrited
records (at most 4 records) from Q; onto C(Q*™!) remaking F(Q'*1). At the
end of this process, the new I/O-CPQA Q° has state at least equal to Q*?,
which is > 1 by the induction hypothesis and hence 1.10) holds.

3. Else if e < min(first(B(Q1))) or e < min(first(D;(Q1))): we will only consider
the case where kg, = 0 before the concatenation, since otherwise the state of
Q" will be equal or larger to the state of Q;, which by the inductive hypothesis
is > 2. Since @; must be in state > 2, there are either at least three records in
C(Q:), in which case 1.10) holds and the case is terminated. Otherwise, exactly
two records exist in C(Q;) and B(Q;) is non-empty or there are less than two
records in C'(Q;) (so the state of @; is > 1 or 0) and B(Q);) is empty. In the
case where two records exist in C(Q;) and B(Q);) is non-empty: if first(B(Q;))
is not attrited by e we put this record into C(Q;) and now the final I/O-CPQA
Q' has state > 1. Otherwise, we restructure Q*! (as done in the previous
case) and prepend the non-attrited elements of Q; onto Q**! resulting in an
I/O-CPQA with state at least > 1 since this was the state of QL. We follow
exactly the same approach in the latter case where C'(Q;) contains less than
two records and B(Q);) is empty.

4. Else: the algorithm works exactly as before with the following exception. At
the end, @ will be in state > 0, since we added the deque Din+1+1 with a new
record and the inequality of 1.7) is aggravated by 2. To restore the invariant
we apply Case 2. 1) of Bias. This step requires access to records last(Din_l)
and ﬁrst(Din ). These records are both critical, since the former corresponds
to last(Dy,,,, ) and the latter to first(C(Q"")). In addition, Bias(Q"*') need
not be called, since by the invariant, Q**! was in state > 1 before the removal

of first(C(Q**1)). In this way, we improve the inequality for Q¢ by 1 and hence
1.10) holds.

i+1)

O
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Chapter 4

Dynamic Planar Skyline
Queries

In this chapter we present two linear size dynamic data structures for skyline queries.
The first is for top-open queries and uses I/O-CPQAs as an essential ingredient.
The second is for 4-sided queries and it uses our top-open structure as a black box.
Finally we create a point and query set which we use to give two lower bounds: a
space lower bound in the framework of Chazelle and Liu [CL04] and a query lower
bound in the indexability model of [HKM™02].

The dynamic top-open data structure uses linear space and can be build in a
linear number of I/Os, assuming the input is pre-sorted. The data structure supports
top-open queries in O(logy e % + 51— ) I/Os and updates in O(logy . %) 1/Os, for
any parameter 0 < e < 1. Our upper bound is inspired by the approach of Overmars
and van Leeuwen [OvL81] for maintaining the planar skyline in the pointer machine.
As a brief review of [OvL81], a dynamic binary base tree indexes the z-coordinates
of P, and every internal node stores the skyline of the points in its subtree using a
secondary search tree. More specifically, the skyline of an internal node is (L\L') U R,
where L (resp. R) is the skyline of its left (resp. right) child node, and L’ is the set
of points in L dominated by the leftmost (and thus also highest) point of R. We use
I/O-CPQAs from Chapter 3 to maintain the sets L and R in internal nodes, and we
generalize this to (a, b)-trees.

The dynamic 4-sided data structure uses linear space and answers queries in
O((%)¢ + £) 1/Os and support updates in amortized O(log %) I/Os. We utilize
an (a,b)-tree augmented with our right-open structure (which is symmetric to the
top-open structure) on internal nodes and then answers the 4-sided queries by issuing
right-open queries.

Our point and query sets are given in the framework proposed by Chazelle
and Liu [CL04] in which we give two lower bounds. The first lower bound is a
space lower bound saying if we support queries in O(log” n + k) time then we need
Q(n 1og)fgo Zn) space. The second is a query lower bound in the indexability model,
with the indivisibility assumption, saying that if we want O(%) space then the query
will spent Q((3)° + %) I/0Os to report the skyline within a query range.

4.1 Top-Open Structure

Our approach is based on I/O-CPQAs, as described in Chapter 3. We observe that
attrition can be utilized to maintain the internal node skylines in [OvL81], after
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mirroring the y-axis. To explain this, let us first map the input set P to its y-mirrored
counterpart P = {(zp, —yp) | (zp,¥p) € P}. In the context of PQAs, we will interpret

each point (Zp,¥y,) € P as an element with “key” value g, that is inserted at “time”
Zp. To formalize the notion of time, we define the < -ordering of two elements

p,q € P to be D <z ¢, if and only if z, < z, holds. We see that element p € P is
attrited by element g € P, i.e., y, > ¥q, if and only if point p € P is dominated by
point g € P. We have that

q attrites p

Tp < Tq ANYp = Yq

Tp < Tg N —Yp > —Yq
Tp S Tq NYp =Yg

t oo

q dominates p

From this we see that if we build a PQA on the point set P the non-attrited points
in the PQA are exactly the skyline points. See Figure 4.1 for a geometric illustration
of the mirroring transformation and the effects of attrition.

Figure 4.1: The skyline problem (above) mirrored to the attrition problem (below).
White points are reported for the gray query area [z1, 23] X [y, co[ and are non-attrited,
while gray points are attrited within |21, zo].

Thus, we index the <, -ordering of Pina (2B¢,4B¢)-tree, for a parameter 0 <
€ < 1, and employ I/O-CPQAs as secondary structures, such that the I/O-CPQA
at an internal node is simply the concatenation of its children’s I/O-CPQAs. To
obtain logarithmic query and update I/Os, this sequence of consecutive Catenate-
and-Attrite operations at an internal node must be performed in O(1) I/Os, which
we can do thanks to Lemma 3.1. The presented I/O-CPQAs are ephemeral (not
persistent), and thus the supported operations are destructive, as they destroy the
initial configuration of the structure. This only preserves the I/O-CPQA that is the
final result of all concatenations and resides at the root of the base tree. However,
in order to support top-open queries efficiently, accessing the I/O-CPQAs at the
internal nodes is required. This is made possible by non-destructive operations.
Therefore, we render the I/O-CPQAs confluently persistent by merely replacing the
catenable deques, which are used as black boxes in our ephemeral construction, with
real-time purely functional catenable deques [KT99]. Since the imposed overhead
is O(1) worst-case 1/0Os, confluently persistent I/O-CPQAs ensure the same I/O
bounds as their ephemeral counterparts.
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4.1.1 Structure

The data structure consists of a base tree, implemented as a dynamic (a, 2a)-tree
where the leaves store between k and 2k elements. We set @ = [2B€] and k = B, for a
given 0 < e < 1. The base tree indexes the < -ordering of ]5, and is augmented with
confluently persistent I/O-CPQAs with buffer size b = B'~¢ as secondary structures.
See Figure 4.2. In particular, after constructing the base tree, we augment it with
secondary I/O-CPQAs in a bottom-up manner, as follows. For every leaf we make one
I/O-CPQA over its elements, and execute an appropriate amount of Bias operations,
such that the state of the I/O-CPQA satisfies Lemma 3.1. We associate the I/O-
CPQA with the leaf. In a second pass over the leaves, we gather its critical records
into a representative block in its parent. The procedure continues one level above. For
every internal node u, we access the representative blocks that contain the critical
records of the children’s I/O-CPQAs of u, and Catenate-and-Attrite them into a new
I/0-CPQA as implied by Lemma 3.1. We execute Bias on the I/O-CPQA enough
times such that its state also satisfies Lemma 3.1. We associate the I/0-CPQA
with node v and put its critical records in the representative block of w’s parent.
After the level has been processed, the representative blocks for the I/O-CPQAs
associated with the nodes of the current level are ready for use in the level above.
The augmentation ends at the root node of the base tree. We will ensure that our
algorithms access the I/O-CPQA associated with a node through the representative
block stored at the parent of the node. Thus, it will suffice to explicitly store only
the representative blocks of the children in every internal node and the I/O-CPQAs
of the leafs.

[2B¢,45¢]

(B, 2B

Figure 4.2: The skyline structure is a ([2B€], [4B¢])-tree augmented with I/O-CPQAs
on the internal nodes and the leafs.

4.1.2 Invariants

We are using a ([2B€], [4B¢])-tree augmented with I/O-CPQAs. We will maintain
the invariants from Subsection 1.5.1 for the (a, b)-tree along with the invariants from
Chapter 3 for the I/O-CPQAs.

4.1.3 Operations

Having defined the (a, b)-tree and the invariants about how to augment it, we are
ready to define the update and query operations.
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Figure 4.3: A top-open query is answered by calling Catenate-and-Attrite on /7, the
gray subtrees and /5 returning one I/O-CPQA and then calling Delete-Min on it.

Updates

To insert (delete) a point p into (from) P, we insert (delete) p = (Zp,¥p) in (from)
the structure. In particular, we first find the leaf to insert into (delete from) that
contains the predecessor of z, (contains ,), by a top-down traversal of the path
from the root of the base tree. For every node u on the path, we also discard the
part of its representative block corresponding to the child that the search path goes
into, and u’s associated I/O-CPQA by discarding the changes from the operations
that created it. Next we insert (delete) p into (from) the accessed leaf, and rebalance
the base tree by executing the appropriate splits and merges on the nodes along
the path in a bottom-up manner. Moreover, we recompute the I/O-CPQA of every
accessed node on the path, as described above. See Figure 4.2.

Queries

To report the skyline points of P that reside within a given top-open query range
[, ag] X [B,00[, we first traverse top-down the two search paths m = 7m; and
Ty = 7wmwo from the root of the base tree to the leaves ¢; and ¢ containing a; and
ag in the < -ordering, respectively. See Figure 4.3. Let node u be on the path
71 U g, and let ¢(u) be the children nodes of u whose subtrees are fully contained
within [a1, az]. For every node u, we load its representative block into memory in
order to access the critical records of the I/O-CPQAs associated with c¢(u) and to
Catenate-and-Attrite them into a temporary I/O-CPQA, as implied by Lemma 3.1.
We consider the temporary I/O-CPQAs over the nodes v and the I/O-CPQAs of
the leaves ¢ and ¢ from right to left, and we Catenate-and-Attrite them into one
auxiliary I/O-CPQA. The I/O-CPQAs for ¢; and ¢5 are created only on the points
within the z-range [, o] in O(1) I/0s. See Figure 4.3.

To report the skyline points within the query range, we call Delete-Min on the
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auxiliary I/O-CPQA. The procedure stops as soon as a point with g, > —f is
returned, or when the auxiliary I/O-CPQA becomes empty.

4.1.4 Analysis

We will now analyse the space usage, pre-processing, update and query I/O complexity
of the skyline structure which will serve as the proof of Theorem 4.1 below.

Theorem 4.1. There is a linear-size dynamic data structure on n points in R? that
supports top-open range skyline queries in O(logype & + %) I/Os when k points
are reported, and updates in O(logyg. i) 1/Os for any parameter 0 < e < 1. The
structure can be constructed in O(g) 1/0s, assuming an initial sorting on the input
points’ x-coordinates.

Space and Preprocessing

Lets first look at the space usage of the skyline structure. Since every leaf contains
O(B) elements, the base tree has O(%) leaves and thus also O(%) internal nodes.
Every internal node has ©(B¢) children, each associated with an I/O-CPQA with
O(1) critical records of size O(B*7¢). Thus the representative blocks stored in the
internal node occupy O(1) blocks of space. Thus the structure occupies O(%) blocks
in total.

We will now look at the pre-processing required to build the skyline structure
on a non-empty point set P. Assume that P is already sorted by the <, -ordering.
The leaves’ I/O-CPQAs are created in O(1) 1/Os, since they contain at most O(B)
elements. All representative blocks are created in O(%) I/Os. To create the internal
nodes’ I/O-CPQAs, we need only O(1) I/Os to access the representative blocks and
to execute Bias on the resulting I/O-CPQA. Its representative blocks residing in
memory thus are written to disk in O(1) I/Os. Thus the total pre-processing cost is
O(%) 1/0Os, assuming the input is already pre-sorted.

Update Cost

When we perform an update of the skyline structure we spend O(1) I/Os on each
node to first discard all the I/O-CPQAs on the path to the leaf. Then we spend O(1)
I/Os to rebalance every accessed node on the path from the leaf to the root. We do
splits and joins and recompute each nodes secondary structures, i.e., concatenating
the children’s I/O-CPQAs into one I/O-CPQA |, calling Bias on it and storing its
critical records in the representative block of its parent. The total update cost is
O(logy - ) 1/0s, in the worst-case, as this is also the height of the tree.

Query Cost

There are O(log, e %) nodes on the search paths m; U 7y to the leafs /1 and £5. We
spend O(1) I/Os to access the representative block of each node and concatenating its
children within [y, as] together, by use of Lemma 3.1. After this, the construction of
the auxiliary I/O-CPQA by concatenating the auxiliary I/O-CPQAs for all subtrees
within [ov, ao] costs O(logyge ) I/0s. Finally reporting the k output points costs
O(5t= +1) 1/Os, since the buffer sizes of the I/O-CPQAs are O(B'~¢). Therefore
the query takes O(log, . % + 51—) I/Os in total.
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4.2 4-Sided Structure

In this section we will use our dynamic top-open structure to develop a linear size
dynamic 4-sided structure that can answer queries in O ((%)6 + %) I/0Os and support
updates in amortized O (log %) I/0s.

4.2.1 Structure

We maintain an augmented (f,2f)-tree 7" on the z-coordinates of the points in P
where f = 1o§)ﬂ' Each leaf node of T has capacity k € [B,2B], and each internal
node has @(j% 'child nodes. For a node u in T, let P(u) be the set of points whose -
coordinates are in the subtree of u. We augment each node u with with a right-open’

structure R(u) of Theorem 4.1.

4.2.2 Invariants

For the (f,2f)-tree T we maintain the invariants from Subsection 1.5.1 along with the
invariants of Section 4.1, required to maintain the augmentation of the (f,2f)-tree
with the right-open structures.

4.2.3 Operations

Having described the structure and the invariants we are now ready to describe the
query and update operations.

Queries

Given a 4-sided query with search rectangle @ = [a1,as] X [B1, 2], we find the
leaf nodes ¢; and ¢ of T containing the successor and predecessor of oy and «s
respectively, among the xz-coordinates indexed by T'. See Figure 4.4. If £; = {5, solve
the query by loading the O(B) points of leaf ¢; into memory and answer the query
internally.

We now consider the case where ¢; # ¢5. Let m1 (m2) be the path from the lowest
common ancestor of ¢; and ¢5 to ¢; (¢2). Let u be a node on the path 7 Umy and
let c(u) be the children of u that are fully contained within [a, as], these are the
light gray subtrees in Figure 4.4.

Find the skyline of P(¢3) N Q, let 8* be the y-coordinate of the highest point
in this skyline. Next we process the children v € ¢(u) for each node u on the path
71 U g, from right-to-left. We perform a right-open query with | — oo, co[x[5*, 2]
on R(v), and output all the points retrieved. If the query returns at least one point,
update 5* to the y-coordinate of the highest point returned. Finally, issue a 4-sided
query with [aq, as] x [8*, B2] on the leaf ¢;.

Updates

To insert (delete) a point p into (from) P, first descend a root-to-leaf path 7 to the
leaf node ¢ of T where p, should be inserted into (deleted from). For each internal
node u along m, insert (delete) p into (from) R(u). Next, update the base tree T by
inserting (deleting) p,. If an internal node w is split (joined), we construct R(u') for
each new node v’ from scratch by simply inserting into R(u') all the relevant points.

We reconstruct the entire structure after Q(n) updates to make sure that the
height does not change until T is rebuilt next time.

INotice that top-open and right-open queries are symmetric.
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Figure 4.4: We solve a 4-sided query by doing O(f) queries on the augmenting
right-open structures.

4.2.4 Analysis

We will now analyse the I/O bounds of the 4-sided structure, at the end of this
subsection we will have proved the following Theorem.

Theorem 4.2. There is a linear-size structure on n points in R? such that, 4-sided
range skyline queries can be answered in O((%)€ + £) 1/Os, where k is the number
of reported points. The structure can be updated in O(log 5) I/Os amortized.

Space Usage
Since T has fanout ©(f) = © ((

log

=

> ) the height h of the tree will be

s

O (log; ) =© oe (2]
log 2

The right-open structures of all nodes at the same level of T consume a total of
O(%) blocks of space and as T' only has a constant number of levels, the total space
usage is O(5) blocks.

Query Cost

The correctness follows as we first find the skyline of /5 then we find the skyline for
each subtree fully contained in [aq, ap] from right-to-left by querying the secondary
structures taking into account the leftmost and highest skyline point returned from
the previously queried subtree and ¢5. Likewise when querying ¢, we take into account
the highest skyline point from the subtrees and /5.

In T we first find the leafs ¢; and £o in O(hf) I/Os. Then we answer the query by
making O(f) queries to the right-open structure of the ©(f) subtrees fully contained



66 Chapter 4. Dynamic Planar Skyline Queries

within the z-interval [, 2] on each of the h = O(1) levels of the tree T'. Each query
reports the skyline points within its subtree in O(log % + %) I/Os. The total 1/O
cost is then

O(hflogg+g> ~0 ((1(01?};) logg+g> ~0 ((g)+g>

Update Cost

It is trivial to argue for the correctness of the update as we clearly maintain the
augmenting structures doing the update.

The navigation to the leaf £ costs O(log f) I/Os on each of the h levels. Therefore
the total cost of the navigation is O(hlog %) I/Os. Updating each of the right-open
structures on the path to £ costs O(log %) I/Os. When rebalancing T by splitting
and joining nodes, we simply rebuild the right-open structure R(u) for the new node
u in question by inserting all the points in R(v) of the children v, one by one, this
will take O(|S(u)|log %) I/Os if the subtree of the new node u has size S(u). The
factor |S| is amortized away, as mentioned in Subsection 1.5.1, because a node will
only split or join after a constant fraction of the points in its subtree have been
deleted or inserted. The total amortized cost of an update is then O(log %).

After ©(n) updates we build a new structure 7" from 7T in order to preserve that
the height of the tree is O(1). This will take O(nlog %) 1/Os. So amortized this
rebuilding of T" gives an additive overhead of O(log %) to the updates.

4.3 Lower Bounds

In this section we will prove two lower bounds for anti-dominance queries as these
are not symmetric nor subsumed by top-open queries. It would be nice if they could
be answered in O(loggn + %) I/Os by a linear-size structure. Unfortunately, we
will prove its impossibility. We prove that anti-dominance, left-open and 4-sided
queries are just as hard as each other, by giving a lower bound for anti-dominance
queries that match our upper bound for 4-sided queries in Section 4.2. The first is
a space lower bound in the PM model, it proves that if we want polylogarithmic
queries O(log” n + k) then we will need super-linear space Q(nlolgi gn) The second
is a query lower bound in the Indexability Model of [HKM™02], it will show that
if we require our data structure to use linear space O(5) in the M model then
anti-dominance queries will require Q((%)¢ + %) I/Os. Both lower bounds have, as
the essential ingredient, a point and query set inspired by the low-discrepancy point
sets proposed by Chazelle and Liu [CL04], which we will describe next in Subsection
4.3.1.

4.3.1 (w,\)-input

Before formally defining the (w, A\)-input we will first recall the formal setting and
definitions of [CL04] in which we will phrase our (w, A)-input and one of our lower
bounds. In the PM model, as described in Subsection 1.1.3, a data structure that
stores a data set S and supports range reporting queries for a query set Q, can be
modelled as a directed graph G of bounded out-degree with some nodes being entry
nodes. In particular, every node in G may be assigned an element of S or may contain
some other useful information. For a query range Q; € Q, the algorithm navigates
over the edges of GG in order to locate all nodes that contain the answer to the query.
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The algorithm may also traverse other nodes. The time complexity of reporting the
output of Q; is at least equal to the number of nodes accessed in graph G for Q);.

Given a directed graph G modelling a data structure in the PM, Chazelle and
Liu [Cha90, CLO04] define two properties of the graph G.

Definition 4.1 ((«, w)-effective from [CL04, Definition 2.1]). A search structure G
for a data set S is (o, w)-effective, with o being a positive constant and w an additive
overhead, if for any query q, we have |G(q)| < a(k+w). Here G(q) is the set of nodes
visited in G while answering query q and k is the number of objects in S intersected

by q.

Definition 4.2 ((m,w)-favorable from [CL04, Definition 2.2]). A collection of queries
Q = {Q;} is (m,w)-favorable with m > 1 for S, if Q satisfies the relevance and
independence conditions:

e Relevance: |SNQ;| > w, for any Q; € Q.

e Independence: |SNQ;;, N...NQ;,.

=0(1) for alliy < ... <ip.

Intuitively, the first part of this property requires that the size of the output is
large enough (at least w) so that it dominates the additive factor of w in the time
complexity. The second part requires that the query outputs have minimum overlap,
in order to force G to be large, without many nodes containing the output of many
queries. The following lemma exploits these properties to provide a lower bound on
the minimum size of G:

Lemma 4.1 (From [CL04, Lemma 2.3]). For an («,w)-effective graph G for the data
set S, and for an (m,w)-favorable set of queries Q, the graph G contains Q(%)

nodes, for constant m and o and for any large enough w.

Let S be a set of n points in R%. Let @ = {Q; C R?} be a set of orthogonal
2-sided query ranges Q; = [g;,,00[x[g;,, 00[C R2. Query range Q; is the subspace
of R? that dominates a given point ¢; € R? in the positive - and y- direction (the
“upper-right” quadrant defined by ¢;). Let S; = S N Q; be the set of all points in S
that lie in the range Q;. An inverse anti-dominance reporting query (Q; contains the
points of S; that do not dominate any other point in S;. This problem is equivalent
to the anti-dominance problem, of Section 1.4, by inverting the coordinates of all
points and of the query. By making a crucial observation on a variant of the low-
discrepancy point set proposed by Chazelle and Liu [CL04], we manage to prove the
next geometric fact:

Lemma 4.2. For any integer w > 1 and X > 1, there is a set P of w points in
R? and a set G of \w ™! anti-dominance queries that is (2,w)-favorable, i.e., such
that (i) each query in G retrieves w points of P, and (ii) at most one point in P is
returned by two different queries in G simultaneously.

Proof. We will now construct a (2,w)-favorable query set Q and its corresponding
point set S, where w > 1. Without loss of generality, we assume that n = w?”, where
A > 0, since this restriction generates a countably infinite number of inputs and thus
the lower bound is general. Let us write 0 < i <mn asi= i(()w)ilw) .. .if\“i)l, where i§w)

is the j-th digit of number ¢ in base w (zg\w_)l is the least significant and iéw) is the

most significant digit.). Then define
pu(i) = (=i = D=y = 1) (=il = 1)

So p,,(7) is the integer obtained by writing 0 < i < n using A digits in base w, by first
reversing the digits and then taking their complement with respect to w. We define
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Figure 4.5: An example for w = 4 and Figure 4.6: The corresponding trie that
A = 2, the point set S is shown with circles we used to generate the point set, here
and the queries Q are shown with crosses. the black/white and the gray queries are
Two examples of queries are shown, the also shown, along with the internal node
first in black/white, the second in gray.  which generated the queries.

the points of S to be the set {(4, p,(7))|0 < ¢ < n}. Figure 4.5 shows an example
with w =4 and A = 2.

To define the query set Q, we encode the set of points {p, ()]0 < i < n} in a
full trie structure of depth A. Recall that n = w”. Notice that the trie structure is
implicit and it is used only for presentation purposes. Input points correspond to
the leaves of the trie and their y value is their label at the edges of the trie, where
the edges at the root have labels w — zf\w_)l — 1 and the edges at the leafs of the

trie have labels w — iéw) — 1. Let v be an internal node at depth d (namely v has d

ancestors), whose prefix vg, vy, ...,v4—1 corresponds to the path from the root r of
the trie to v. We take all points in its subtree and sort them by y. From this sorted
list we construct groups of size w by always picking every w*~9~1-th element starting
from the smallest non-picked element for each group. In this case, we say that the
query is associated to node v. Each such group corresponds to the output of a query.
See Figure 4.5 and 4.6 for an example.

A node at depth d has ~; points in its subtree and thus it defines at most 7
queries. Thus, the total number of queries is:

A—1 A—1

9 = e no_ no_ n
Z wa+1 Z w w
d=0 d=0

In the following we prove that Q is (2,w)-favorable. To achieve that we need to
prove that VQ; € Q: |SNQ;| > w and Vi; < i : [SNQ; NQy,| = O(1).

First we prove that we can construct the queries so that they have output
size w. Assume that we take one of the groups of w points associated to node v
at depth d. Let the y-coordinates of these points be p,,(i1), pu(i2), - - -, Pu(in) in
increasing order. These have a common prefix of length d since they all belong
to the subtree of v. But we also choose these points so that p,(i;) — pu(ij—1) =
wr™%1 1 < j < w. This means that these numbers differ only at the A — d — 1-th
digit. By inversing the procedure to construct these y-coordinates, the corresponding
x-coordinates i;,1 < j < w are determined. By complementing we take the increasing

sequence Py, (iw), - - - Puw(i2), Pu(i1), Where py(i;) = w* — py,(i;) — 1 and py(ij—1) —
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pw(ij) = wr 94711 < j < w. By reversing the digits we finally get the increasing
sequence of x-coordinates i, ...,1s,141, since the numbers differ at only one digit.
Thus, the y-coordinate of the group of w points are decreasing as the x-coordinates
increase, and as a result a query ¢ whose horizontal line is just below p,,(i1) and the
vertical line just to the left of p,,(i,) will certainly contain this set of points in the
query. In addition, there cannot be any other points between this sequence and the
horizontal or vertical lines defining query ¢. This is because all points in the subtree
of v have been sorted with respect to y, while the horizontal line is positioned just
below p,,(i1), so that no other element lies in between. In the same manner, no points
to the left of p,, (i) exist, when positioning the vertical line of ¢ appropriately. Thus,
for each query ¢ € Q, it holds that [SN¢q| = w.

We now want to prove that for any two query ranges p,q € Q, [SNgnNp| <1
holds. Assume that p and ¢ are associated to nodes v and wu, respectively, and that
their subtrees are disjoint. That is, u is not a proper ancestor or descendant of v. In
this case, p and ¢ share no common point, since each point is used only once in the
trie. For the other case, assume without loss of generality that u is a proper ancestor
of v (u # v). By the discussion in the previous paragraph, each query contains w
numbers that differ at one and only one digit. Since u is a proper ancestor of v, the
corresponding digits will be different for the queries defined in u and for the queries
defined in v. This implies that there can be at most one common point between
these sequences, since the digit that changes for one query range is always set to a
particular value for the other query range. O

We use the term (w, A)-input to refer to the point set P, obtained in Lemma 4.2,
after w and A have been fixed. We can now use the (w, \)-input to prove two lower
bounds: the space lower bound in Subsection 4.3.2 and the query lower bound in the
Subsection 4.3.3.

4.3.2 Space Lower Bound

We will now combine our (w, A)-input with Lemma 4.1 to get our space lower bound
for anti-dominance reporting queries in the PM model:

Theorem 4.3. The anti-dominance reporting problem in the Pointer Machine
requires Q(n lolgﬁ)gn) space, if the query is supported in O(log” n + k) time, where k
is the size of the answer to the query and parameter v fulfills 0 <~ = O(1).

Proof. From Lemma 4.2 we have a (2,w)-favorable point set of size n = w* and
query set Q of size Aw*~!. From Lemma 4.1 we have that a («,w)-effective graph for
an (m,w)-favorable set of queries Q@ must contain Q(%) nodes. If we put o = O(1),
m=2,w=1log”nand A = | 22" __| for some constant 0 < y = O(1), then the

: 14 loglogn
number of nodes in the graph is at least:

Thus the query time of a(w + k) = O(log” n + k), for output size k, can only be

achieved at a space cost of Q(nlolgoli o) O

4.3.3 Query Lower Bound

In this subsection we will give a query lower bound with the indivisibility assumption
in the Indexability and EM model, when we require the data structure to use at
most linear space. We will use the (w, A)-input along with the Indexability Theorem
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of [HKM™02] to prove the following Lemma, which we will then use to prove our
query lower bound in Theorem 4.5:

Lemma 4.3. Any structure supporting anti-dominance queries in O((%)i + %)

1/0s in the worst-case on n points in R?, in the indexability model, must use 2

B
blocks of space, where ¢ > 1 is a constant and k is the result size.

Before we continue we will first state the definitions necessary to understand
the Indexability Theorem which we will use to prove Lemma 4.3. We will need the
following definitions of [HKM'02] from the indexability model.

Definition 4.3 (Indexing Workload from [HKM™02]). An Indexing Workload W is
a tuple W = (D, I, Q) where D is a non-empty domain, I C D is a finite input set,
the instance, and Q C 27 is the set®> of queries.

Definition 4.4 (Indexing Scheme from [HKM™'02]). An Indexing Scheme S is a
tuple S = (W, B) where W = (D, I, Q) is an indexing workload and B C 2! is a cover
of I, i.e. a blocking of the input I.

Definition 4.5 (Storage Redundancy from [HKMT02]). Let S = (W,B) be an
indexing scheme over an indexing workload W = (D, I, Q) with blocking B. Define
r(z) = |[{b € B | x € b}| to be the redundancy of element x € I. The Storage

Redundancy 7 of S is:
1
r= ] E r(zx).

Definition 4.6 (Access Overhead from [HKMT02]). Given an indexing scheme
S = (W, B) over indexing workload W = (D, I, Q), let Q € Q be a query. Let Co C B
be the minimal set such that Q C UbeCQ b. The access overhead for query @ is:

Cel
A = —.
B
The Access Overhead for indexing scheme S is A = maxgeo{A(Q)}.

Theorem 4.4 (Indexability Theorem from [HKM*102]). Let S = (W,B) be an

indexing scheme with access overhead A < @ and let Q1,...,Qn be queries such
that for 1 <i < m:

o |Qi| > % and
¢ [QiNQj| < 1Bz for1<i<j<m.

Then the redundancy r is bounded by:

1 m
r>—— ) Qi
s

Having stated all the definitions and the Indexability Theorem, we are ready to
give the proof of Lemma 4.3 and then use it to finally prove our query lower bound
in Theorem 4.5.

2The notation 2! denotes the set of all subsets of I.
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Proof of Lemma 4.3. Let S be an indexing scheme for the (w, A)-input, with access

overhead A < @. Lets put w = B and A = 12¢ + % where ¢ > 1. We first notice

that from Lemma 4.2 we have that n = w*, m = i‘u—" and any of the queries @; of

the (w, A)-input fulfills that |@;| = w. Also for any two different queries @; and Q;
we have that |@Q; N Q;| < 1. So Theorem 4.4 applies and gives us that:

1« 1A ( in
m:ﬂﬂzﬁ;'w:ﬁ;w: 2 -

when A < @. So each point has redundancy r and the blocking of S must use at
least % blocks of space.

Consider any data structure D on the (w, A)-input which can answer a query in
(’)((%)Tic + £) 1/Os, this data structure is an indexing scheme. For a query of size

k = w we have for some constant a that

w? e w
< el hadl
A a((B) +B>

120 1
aB 250 T 250¢ +a
121

< aB?0 +aq.

Now when B is sufficiently large we have that aB +a < @ and hence A < @, SO

from before we have that the data structure must use at least <5 blocks of space. [

Theorem 4.5. Any linear space structure supporting anti-dominance queries on n
points in the indezability model must incur Q((%) + ) 1/Os, where € > 0 can be
an arbitrarily small constant, and k is the result size.

Proof. Assume for contradiction that there exists a data structure D using at most %”

1
blocks of space, for some constant d, which can answer queries in o(( %)@ + %)

I/Os. Then we can choose ¢ = d + 1 in Lemma 4.3 and prove that D will use

@ > %” blocks of space, which is a contradiction to our assumption. O
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