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Figure 1: The HaLLMark System. (A) Text editor for viewing and editing text. The system highlights text written (orange) and

influenced (green) by the AI. There are three toggle buttons on top of the editor to turn on and off the three views (columns)

of the interface. (B) Prompting interface for large language models such as GPT-4. The user can see the prompts and AI

responses for the current session. (C) Summary statistics show the number of prompts and percentage of user-written text and

AI assistance. Below is a timeline of a user’s writing actions (grey rectangles) and interaction with the AI (purple and blue

rectangles). The user can hover over any glyphs in the timeline to see the relevant prompt and linked text in the text editor.
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ABSTRACT

The use of Large Language Models (LLMs) for writing has sparked
controversy both among readers and writers. On one hand, writers
are concerned that LLMs will deprive them of agency and owner-
ship, and readers are concerned about spending their time on text
generated by soulless machines. On the other hand, AI assistance
can improve writing as long as writers can conform to publisher
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policies, and as long as readers can be assured that a text has been
verified by a human. We argue that a system that captures the
provenance of interaction with an LLM can help writers retain their
agency, conform to policies, and communicate their use of AI to
publishers and readers transparently. Thus we propose HaLLMark,
a tool for visualizing the writer’s interaction with the LLM. We
evaluated HaLLMark with 13 creative writers, and found that it
helped them retain a sense of control and ownership of the text.

CCS CONCEPTS

• Human-centered computing→ Visualization systems and

tools.
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1 INTRODUCTION

Large Language Models (LLMs) are here to stay. Their arrival has
been particularly widely panned in the area of creative writing,
where doomsayers are hinting at a future where it will become
impossible to distinguish between a writer’s original work and text
generated by an LLM. Worse yet, LLMs are feared to potentially
inundate us with a cornucopia of poor text. What happens to orig-
inal thought if we are subjected to writing forever recycled and
regurgitated from original work that has already been produced by
our forebears? It has even been argued that some essential aspect of
what it means to be human is lost if creative writing is performed
by machines. While these are valid concerns, it remains that LLMs
are just another tool in a long line of tools, and we should find ways
to harness the technology in a just, responsible, and ethical way
rather than attempt to suppress it. But in trying to embrace this
technology, one critical concern for writers who want to use LLMs
is properly attributing contributions from the AI. This gives rise to
an “ownership tension” among writers and hampers their agency
and control over the process [25, 51]. Identifying contributions from
AI is also important for writers who need to conform to AI-assisted
writing policies [28, 53]. Authors currently have few mechanisms
to track their accountability with regard to these rules and policies.

In this work, we argue that capturing interactions between AI
and writers as the document evolves (i.e., provenance information)
and supporting interactive exploration of such provenance informa-
tion will improve the writer’s agency, control, and ownership of
the final artifact (e.g., short stories, novels, poems). Prior research
suggests that externalizing provenance can help balance automa-
tion and agency in human-AI collaboration [60]. Provenance can
also help writers conform to AI-assisted writing policies and pro-
vide transparency to publishers and readers. To explore this design
space, we first reviewed existing guidelines and policy documents

on the use of LLMs from several professional, educational, and aca-
demic organizations (Section 3). This review informed us about the
types of information that writers should be aware of in AI-assisted
writing. We then developed HaLLMark, a web-based technology
probe [35] that integrates an authoring interface with LLM support
that stores and visualizes a writer’s interaction with an LLM (Sec-
tion 4). The system facilitates writers in self-reflecting on their use
of AI by clearly highlighting AI contributions.

To validate HaLLMark, we engaged a group of creative writers
to use it to write a short story during remote evaluation sessions
and collected their feedback and resulting stories (Section 5). Our
findings suggest HaLLMark encouraged writers to actively evalu-
ate AI-assistance from the onset of the writing process. As a result,
it instilled a sense of control in the writer’s mind and improved own-
ership of the final artifact. Our findings also suggest HaLLMark
will help writers conform to AI-assisted writing policies without the
need for manually generating disclosures. Writers were therefore
confident thatHaLLMarkwill help them become more transparent
and that it is an effective medium to communicate the use of AI
in writing to external parties (i.e., publishers). We close the paper
by outlining how other stakeholders (e.g., readers, peer-reviewers,
publishers) could potentially use and benefit from our approach
(Section 6). We also discuss the broader impact of our work on the
ethical use of LLMs in the writing and publication industry.

2 RELATEDWORK

Our work intersects with prior art on intelligent writing support
tools, concerns on the use of LLMs, and the use of visualization in
literature and writing. Here we describe each of these topics.

2.1 Writing Support Tools

Computers have long been used as writing support tools, harking
back to the spelling check feature on Microsoft Word in 1997 and all
the way to modern-day Large Language Models (LLMs). In fact, one
could argue that the ubiquitous typewriter and printing press are
examples of enabling technology for writers. One popular category
of writing support tools is paid software such as Scrivener [49] and
Granthika [27] that try to enhance the organizational capabilities
of a writer. An additional category of writing support tools targets
academic writers who need support of various kinds. More relevant
to our work are tools that enhance creativity of writers through
interactive and intelligent features. Examples of such works include
support for metaphor creation [24, 40], automatic text summariza-
tion [14], interaction with literary styles [61], and support for the
iterative revising process [17, 18].

More recently, the introduction of LLMs has fueled a new gen-
eration of writing support and co-writing tools. These tools can
generate human-like text and inspire new narrative angles and
ideas. For example, CoAuthor [43] and Wordcraft [76] can generate
new sentences and passages to help writers develop short stories.
Dramatron [51] is a similar kind of system but generalizes to long-
form writing through hierarchical chaining of prompts. Sparks [25]
focuses on science writing, while TaleBrush [12] can generate texts
to match a character arc sketched by the author. HaLLMark, the
tool proposed in this paper, is built on similar mechanisms but
has a different focus: to leverage interactive provenance to help
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writers reflect on their use of the LLM, to conform to new policies
on AI-assisted writing, and to retain their ownership as well as
transparently communicate the influence of the AI on the text.

2.2 Concerns around LLMs for Co-Writing

While the capabilities of LLMs—similar to other generative AI tools—
have awed writers from different domains, their use for creative
purposes is controversial [20]. TheWriters Guild of America (WGA)
and the Screen Actors Guild – American Federation of Television
and Radio Artists (SAG-AFTRA) were recently on strike, the former
from May to September 2023, and the latter from July to November
2023. Along with typical demands such as better pay structure, es-
pecially for streaming services, the main demands from protesters
were to add contract language that protects them from being re-
placed by machines (writers from AI-generated text and actors from
studios using their AI-generated likenesses). Similar sentiments
have been reported in several recent studies. Writer concerns for
LLMs include agency and ownership [51, 72], ethics and plagia-
rism [72], and lackluster, stereotyped text [25, 51].

Creative writers who are pushing the envelope of technology
view generative AI as just another tool that can help them sup-
port their work more efficiently. Even among these supporters,
a majority prefer to limit the use of generative AI to supporting
their editing, brainstorming, or organizing rather than asking it to
creatively generate the text of their work in order to retain their
own agency, ownership, and artistic expression [4]. This echoes
principles of meaningful human control in generative AI articulated
by Epstein et al. [20]. Given the paired, if sometimes conflicting, in-
terests of writers who want to both embrace the affordances of new
generative AI technologies and also carefully and thoughtfully limit
the ratio of AI-generated text output in their final work, it is clear
that we need guidelines and policies for ensuring responsible use
of LLMs in writing that account for the strengths and weaknesses
of the tools as well as ethical concerns regarding their use.

In response, organizations and publishers such as the U.S. Copy-
right Office [53], Author’s Guild [28], and ACM [22] have released
guidelines for AI-assisted writing. These policies ask writers to
track their interactions with LLMs (i.e., provenance) and report
interactions to show that writers had creative control over the
generation of the text. However, it is not clear how writers can
operationalize these guidelines in their writing and report use of
AI transparently. This paper first formalizes the guidelines from
existing policies into actionable items and then presents a tool that
writers can use to conform to the policies. The result is a tool that
supports provenance for authors, helping them regain agency and
authorship, while at the same time, allowing them to conform to
the policies and transparently communicate the process to others
(e.g., readership, publishers).

2.3 Visualization for Text and Writing

Data visualization can be particularly helpful for summarizing large
volumes of text [8]. Text is largely an unstructured data format, mak-
ing it difficult to see hidden patterns in text-based artifacts, such as a
novel, document collection, or newspaper article. Text visualization
is the area of visualization research that invents new representations
to summarize and comprehend text data [1, 8]. Examples of text

visualizations include the ubiquitous word cloud [67], wordle [69],
and the Word Tree [71]. More complex representations also convey
structure in a text corpus, such as Phrase Nets [65], TextFlow [13],
Elastic Documents [5], and ThemeDelta [23]. Jänicke et al. [36]
provide a survey on the use of text visualization and analytics in
support of close and distant reading in the digital humanities.

Despite the prevalence of text visualization in the academic
community, application of these representations in writing support
tools is limited. One example is DramatVis Personae (DVP) [32], a
visualization system for mitigating nuanced social biases in creative
writing. In follow-up work, the DVP authors developed a tool to
visualize different character traits [33]. Finally, Poemage [50] helps
literary scholars understand the sonic properties of a poem.

Visualization has long been used to provide explainable machine
learning [73] and NLP models [11, 45], and these ideas have also
recently begun to be applied to LLMs. Recently, Jiang et al. [39]
proposed Graphologue, that converts responses from LLMs to inter-
active graphs for fast and non-linear sensemaking. Sensescape [63]
supports multilevel organization of information gathered from LLM
responses. However, none of these tools focus on supporting writ-
ing, provenance, or transparency, a gap we aims to address.

2.4 Visualizing and Tracking Collaboration

A field of research relevant to our work is visualization methods
and systems proposed to track contributions from multiple parties
in a collaborative setting [46, 66]. For instance, researchers have
shown that visualization can track provenance in collaborative
writing [7, 10, 37, 64, 75]. History Flow [68] and DocuViz [70] are
examples of visualization techniques for studying co-authorship
patterns (cooperation and conflicts) in collaborative writing.

Several visualization systems have been proposed to track prove-
nance in human-AI collaboration [57]. For example, tracking model
and data performance is a key need for interactively developing ma-
chine learning models. Amershi et al. proposed ModelTracker [2]
to support this need. ModelTracker is an interactive visualization
that summarizes traditional summary statistics and graphs while
displaying example-level performance to enable direct error ex-
amination and debugging. Chameleon [29] uses a collection of
visualizations to allow users to compare data features, splits, and
performance across data versions. Other works in this area have
focused on visualizing contributions from AI and humans for a
specific task. For example, Rogers and Crisan recently proposed
AutoML Trace [58], a system for visualizing contributions from
humans and AI in AutoML. Wu et al. [74] showed that decompos-
ing an LLM task into multiple sub-tasks, chaining them, and then
allowing users to investigate how a previous task influences the
subsequent task improved users’ task quality, sense of control, and
system transparency.

While these works inspired us to utilize visualization in external-
izing provenance information, AI-assisted writing—especially with
LLMs—is a fairly new research area with emerging challenges for
tracking provenance. These challenges include understanding the
types of information that writers should be aware of in AI-assisted
writing, coupling requirements from writers and policies on AI-
assisted writing, and supporting writers’ needs with interactive
visualization. This paper aims to address these challenges.
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Dimension Category Examples

D1. Prompt category Asking for editing an existing text No need to report common editorial assistance
(grammar check and paraphrasing) [21, 22, 53]

Asking for generating new texts Report prompts if they are used to generate an
extensive amount of text [22]

D2. Using AI response Explore: AI response was not in-
serted in the text

Report use if AI generated new ideas [21]

AI response was inserted in the text Highlight text written by the AI [53, 55]
D3. Summary statistics Number of prompts used; Percent-

age of text written by the AI
AI-written text should not be more than 5% [28]

Table 1: AI-assistance writing policies. Summary of types of information required by AI-assisted writing policies.

3 FORMATIVE ANALYSIS OF AI-ASSISTED

WRITING POLICIES

To better understand the dimensions involved in concerns around
intellectual ownership and ethical use of LLMs, we perform an anal-
ysis of publishing outlet policies for AI co-writing. This included
aspects such as when, how, and to what extent LLMs can be used
in the creative authoring process. Table 1 contains our consolidated
typology of current types of information that are important to be
aware of during AI-assisted writing, per our findings.

A tool supporting awareness and deeper understanding of these
dimensions will help authors effectively and responsibly leverage
powerful aids. As a starting point, we reviewed existing guidelines
for using generative AI models from the U.S. Copyright Office [53],
The Author’s Guild [28], educational organizations such as theMod-
ern Language Association [3], several creative writing publishers
(e.g., [55]), and academic venues and publishers (e.g., ACL [21] and
ACM [22]). We recognize that the list is not exhaustive and as we
collectively learn about usage, policies will evolve.

We conducted thematic analysis [9] to identify key dimensions
from the policies. Two authors of this paper individually reviewed
the policies and open-coded the recommendations from the policies.
The authors then met to discuss key observations and developed
a codebook. After that, the authors open-coded the policies again
by following the codebook. The inter-rater reliability between the
coders was 0.91 (Jaccard’s similarity). Finally, the coders met to
resolve disagreements and finalize the themes. The full research
team participated in the discussion with the coders regularly. The
full list of the coded policies is available in our OSF repository.

3.1 Patterns and Differences

There was a consensus among policies and guidelines, irrespective
of their domain (government, creative, academic, and education), on
the need to report the extent of contribution fromAI in the creation
of content. While specific instructions vary between policies, all
encourage authors to be transparent and disclose the use of AI.
Another shared sentiment across policies and domains is that AI
cannot be granted authorship; rather, authors should be responsible
for content generated by the AI and should acknowledge that they
have themselves verified all AI-generated content.

We also noticed some differences in the policies from different
domains. For instance, policies from creative writing are more con-
cerned about copyright issues and preventing LLMs from training

on books without writers’ permission than providing guidelines on
how writers should use LLMs [28]. In comparison, policies from
academic venues provide explicit guides for using and reporting
LLMs [21, 22]. Academic policies also put more emphasis on fact-
checking and proper referencing [21] than policies from creative
domains. Policies from educational venues are concerned about
plagiarism and academic integrity [3].

Finally, there is ambiguity in the description of what needs to
be reported and how writers should do that. For example, the U.S.
Copyright Office mentions several ways to disclose the use of AI: a
brief note, acknowledgments, or providing exact contents provided
by AI. On the other hand, ACL discourages writers from using AI-
generated text directly.Nature directs authors to report the use of AI
in the method section or alternative section of the manuscript [52],
but does not explicitly specify what writers should report.

3.2 Information Typology

Table 1 presents the three major themes that emerged from the
analysis—each of which corresponds to a dimension capturing the
information required by AI-assisted writing policies. The first di-
mension, recurrent in the policies, separates prompts that seek new
content from prompts that merely request edits to an existing text
(D1). Most policies recognize that we have been using comput-
ers for editorial tasks such as spelling and grammar check for a
long time and writers do not need to disclose the use of LLMs for
such tasks [21]. However, writers should report prompts that seek
new content. For example, ACM directs authors to provide a list of
generative prompts used for such purposes [22].

All policies ubiquitously ask writers to disclose text generated
by AI (D2). For example, The Author’s Guild specifies that“Authors
shall disclose to Publisher if any AI-generated text is included in the

submitted manuscript.” Other policies have similar clauses. Some
publishers reserve the right to reject papers that were mostly gen-
erated by AI [53]. An interesting case is when an author does not
directly use AI-generated text in their article, but still draws inspi-
ration or ideas from the AI, or derives narrative angles from it. ACL
requires authors to also acknowledge such use [21].

While it is rare, some publishers recommend specific thresholds
for using AI-written texts (D3). For example, The Author’s Guild
restricts the authors to limit the use of AI-generated text to only
5% [28]. However, it does not provide any guidelines on how this 5%
should be measured in practice nor where to report these statistics.

https://osf.io/gc4tr/
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4 THE HALLMARK SYSTEM

We used our formative analysis of the AI-writing policies (Table 1)
to inform the design of HaLLMark, a technology probe [35] that
couples a text editor, an LLM, and an interaction history. “Technol-
ogy probes are simple, flexible, and adaptable technologies with
the goal of understanding user needs and desires in a real-world
setting, field-testing the technology, and motivating the design of
new technologies” [35]. We decided on such a probe as a suitable
method as it would allow us to understand how tracking prove-
nance information can help writers, what features in HaLLMark
writers find most useful, and what would be the design of future
systems aiming to ensure human agency and transparency in AI-
assisted writing. Two domain experts, who are professors of English
and writing studies at our university and co-authors of this paper,
provided feedback during the development cycle of HaLLMark. In
this section, we first present the system’s design rationale and then
describe its details.

4.1 Design Rationale

We designed HaLLMark based on the following design rationale:

DR1 Capture and externalize AI vs. human provenance. The
three prominent dimensions of information from AI-assisted
writing policies are D1. prompt category, D2. how writers used

AI responses, and D3. summary statistics. Thus, our primary
goal is to store this information when a writer interacts with
an LLM. To support provenance, the system should external-
ize this information to the writer in an easily understandable
format. The writer should then be able to freely go back and
forth in the interaction history.

DR2 Integrate provenance in artifact. Externalizing interac-
tion history may not be enough. Tomake sense of the history,
the system should connect the artifact (i.e., the text docu-
ment) with the history [32, 33]. Moreover, some policies
require authors to highlight text written by AI in the artifact.
Thus, content generated by the AI should be clearly visible
in the text and linked to the information stored for DR1.

DR3 Integrate writer’s judgment in provenance. While we
aim to store user interaction automatically, we may not be
able to store all information automatically. For example, one
category in Table 1 references when a writer takes inspira-
tion from AI outputs, but does not use the output directly.
Since the influence here is implicit and difficult to quan-
tify, we decided to facilitate mechanisms for writers to inte-
grate this information in the interaction history. To improve
agency for writers, we also decided that writers should be
able to edit or modify the interaction history if needed. One
implication of this decision is that our tool is not a tool to
enforce AI-writing policies; rather it is a tool for writers to
be able to measure their own compliance, while being able
to design disclosures and be transparent.

DR4 Extensible/flexible.While existing policies provided a base-
line for our work, they are still evolving. The technology
around LLMs is also particularly fluid. Thus, our design
should be extensible to new requirements in the future.

4.2 Visual Interface

Figure 1 shows the full interface for HaLLMark. Because of the
rich dependencies between text, prompts, and interaction history,
we opted for a visual approach with data visualization components.
The interface is divided into three modules: a) a rich text editor;
b) an interface to interact with GPT-4; and c) a module to visu-
alize interaction history with LLMs. By default, we allocate 1/3
of the screen width to each module. However, we provide toggle
buttons to hide or show each module. Whenever a writer toggles
the visibility of a module, we redistribute the available width to the
visible modules equally. For example, a writer can hide the GPT-4
and visualization module to write “distraction-free”. We describe
individual components of HaLLMark below, and include a video
of the tool as supplementary material.

4.2.1 Prompting LLMs. The prompting interface in HaLLMark
bears similarities with the current ChatGPT interface. It has a text
box for writing the prompt and an optional text box for specify-
ing the context of the prompt (Figure 2B). A user can highlight a
portion of the text in the editor to be automatically selected as an
additional context for prompting the AI (Figure 2). The response
from an LLM such as GPT-4 gets appended below the text boxes.
The prompt wizard suggests several standardized creative compo-
sition interactions, such as “summarize,” “elaborate,” “enumerate,”
“introduce,” and “conclude.” A writer can write a free-form prompt
or choose one from the standardized recommendation.

4.2.2 Prompt Card. We encapsulate each prompt and the relevant
AI response in a card, the popular UI component for designing mod-
ular objects (Figure 3). As perDR1, we categorize each prompt as ei-
ther seeking generation of new contents or editorial help on an ex-
isting text. We use the following soft promptwith the actual prompt
to identify the category: “For the input text, reply ‘Edit’
or ‘Generate’ if the text intends to edit existing
text or generate new text. Consider paraphrasing an
existing text, or grammatical and spelling check as an
Edit. Input sentence - ” + input prompt. To validate the
performance of this method, we created a dataset of 150 prompts.
Two authors of this paper collaboratively created the prompts and
then labeled them as either targeted at generating new content or
focused on editorial support of existing content. We ensured that
the prompts spanned a wide range of writing compositions and
were challenging to decode. We then measured the accuracy of the
soft prompt in classifying the prompts correctly. The accuracy was
96%. The list of prompts and their labels are available in the our
OSF repository. We encode the category of the prompt at the right
border of the card body with either purple color for indicating
generation or blue color for indicating edit.

4.2.3 Visualizing AI vs. human provenance. We externalize the
provenance information using several interactive visualizations
(DR1). We visualize two summary statistics in HaLLMark (Fig-
ure 4A): the counts for the prompts in a bar chart; and in a pie chart,
the percentages for AI-written, AI-influenced, and text written by
the writer. We consider text written by the AI and then used verba-
tim to be as AI-written and highlight them with an orange color
in the text editor and pie chart. When a user copies full or parts of
the response from the prompt card and pastes it into the text editor,

https://osf.io/gc4tr/
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Context

Prompt

A B

Figure 2: Prompting GPT-4 in HaLLMark. A) By highlighting any portion of the text in the text editor, the user can select that

text as context for prompting GPT-4. B) The selected text is automatically pasted into the context box. The user can specify the

task to perform in the prompt box.

A
B

Figure 3: Design of the prompt card.We encapsulate each prompt and AI response in a card. The title shows the prompt.

Users can hover over the information icon to see the context. Each card contains a < copy button and î redo button for

regenerating the AI response. We categorize each prompt as either seeking new contents (blue) or seeking editorial help (purple)

on an existing text. For instance, A) shows a prompt seeking new content, and B) is a prompt seeking editorial help.

we automatically highlight that text as AI-written, update the pie
chart, and link the prompt with the text (DR2). If a user re-writes
or edits a portion of the AI-written text, we remove the highlight
from the specific portion of the text and mark it as written by the
user. The other parts of the text remain as AI-written.

Writers can manually mark any text as AI-influenced (DR3). For
instance, after re-writing an AI-written text, writers who feel that
the text is influenced by the AI can mark the text as such. Following
DR3, we do not automatically detect AI-influenced text, and rather
leave it to the writers’ discretion and judgment. This said, flagging
potential AI-influenced text for writers to critically review could
still be useful. To this end, we explored several automatic methods
aimed at identifyingAI-influenced text. For instance, following Kim
et al. [41], we experimented with the BLEU score—a measure used
to evaluate the similarity between a piece of text and references.
We calculated the BLEU score between text re-written by a per-
son with the responses from LLMs to see if we can reliably detect
AI-influenced text. We also experimented with OpenAI’s classifier
for detecting AI-written text [54]. We decided against using these
methods as our domain experts did not find the methods to be con-
sistent and sufficiently reliable. OpenAI also lists the shortcomings
of such methods [54]. We determined that wrong predictions and
interpretations could negatively impact the user’s experience, trust,
and agency in the user study, and decided to omit the feature.

The timeline shows interaction history in a linear fashion (Fig-
ure 4B), using a colored rectangle (either blue or purple) for each

prompt. We insert a new grey rectangle in the timeline each time
the user writes a new line to show writing activity in comparison
to prompting AI. The timeline is scalable to more variables and
information as we can encode the new information in a new row
in the timeline (DR4). The timeline also extends horizontally when
the rectangle width becomes less than a threshold (default 5px) and
provides a scroll bar to see the extended content.

A user can hover over the colored rectangles to see the linked
prompts (Figure 4) and the linked text, if any (DR2). Upon clicking
any rectangle, the respective prompt stays visible to the user.

4.2.4 Linking Visualization and Artifact. We used QuillJS [56] as
a rich text editor in our interface, where a user can read or write
textual content, and apply traditional formatting. Beyond these
traditional operations, a user can also perform the following actions
related to AI-assisted writing in the text editor:

• Manually label text. Following DR3, a user can select
a portion of the text and then label the text as either AI-
written or AI-influenced using a button named Highlight.
Additionally, the user can link a prompt from prompt history
with the highlighted text (Figure 5). This helps writers to
manually annotate any text in the case where our system
cannot automatically annotate them.

• Manually remove label. In a similar manner, writers can
remove annotations (AI-written or AI-influenced) and links
with prompts by first highlighting a portion of the text and
then clicking a button named Unhighlight.
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DA

B

C

Figure 4: Visualization and interaction in HaLLMark. (A) Summary statistics: number of prompts and percentage of

assistance from AI. (B) The timeline shows the prompts (blue or purple tiles) in the context of the user’s writing behavior (e.g.,

writing a new sentence). Hovering over a colored tile will show the respective (C) prompt and text highlighted in the editor (D).

A B C

Link the highlighted text as influenced 
by this prompt and response

Figure 5: Manually linking a portion of the text with a prompt in HaLLMark. A) The user highlights a portion of the

text. B) The user can link the text with a prompt from the prompt history. They can either label it as AI-written or AI-influenced.
In this case, the writer labels it as AI-influenced. C) The text color changes to green to indicate the change in the label.

• Click on annotated text. A user can see the linked prompt
to an annotated text by clicking on it (DR2).

5 EVALUATION

We conducted a user studywith 13 creativewriters. The overarching
goal of the study was to answer our original high-level research
question: How can externalizing provenance information help AI-

assisted co-writing? We used HaLLMark as a technology probe to
explore this question. Since provenance can impact many facets
of AI-assisted writing (Sections 1 and 2), we seek to answer the
following specific research questions (RQs):

RQ1: How does HaLLMark affect a writer’s interaction with an
LLM?

RQ2: How does HaLLMark affect a writer’s ownership concerns
while receiving AI-writing support from an LLM?

RQ3: How does HaLLMark help a writer to communicate the
extent of their use of LLMs?

RQ4: How does HaLLMark help a writer to conform to policies
on AI-assisted writing?

5.1 Different Forms of Writing

While HaLLMark is generalizable to different genres of writing
(e.g., creative, argumentative, academic), each genre has different
goals, tasks, and styles. Instead of recruiting writers from diverse
domains, we conducted our case study with creative writers. Thus,
while our evaluation might inform the adoption of HaLLMark in
other domains, our results may well be specific to fiction.

Creative writers commonly use a wide range of techniques that
are regarded as integral to creative, expressive writing: vivid, con-
crete language; metaphors and similes; syntactical variety; allitera-
tion; and other literary devices. Furthermore, the impact of LLM
hallucination [38] is less problematic for creative writing than non-
fiction and academic writing, thus removing a potential confound.
In addition, there is currently a significant backlash from creative
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writers about the use of AI in creative writing, instrumented by
the recent strike from screenplay writers and artists. LLMs directly
threaten their bread and butter. Previous studies also reported that
creative writers have ownership and agency issues when using
LLMs [51, 76]. Given the premise of this work, creative writers are
perfectly suited to help us answer our research questions.

5.2 Study Conditions

We conducted a repeated-measures within-subject experiment with
the following two conditions (counterbalanced):

C1. Baseline: A ChatGPT-like interface with a text editor. Partic-
ipants are able to write, use GPT-4, and see a list of prompts
and responses from GPT-4 in a sidebar. We include a screen-
shot of the baseline in the supplement.

C2. HaLLMark: Our tool with all interactive support.

5.3 Participants

We recruited participants by advertising in our university’s Writing
Center as well as English, Literature departments. Our participants
varied in terms of self-reported gender (male = 5, female = 7, prefer
not to say = 1, other = 0), age (min = 19 years, max = 56 years,
mean= 26 years, SD = 4.2 years), experience in writing different
creative materials (fiction, non-fiction, short stories, and poems),
and years of experience as creative writers (min = 5 years, max =
26 years, mean = 9.2 years, SD = 4.3 years). All participants had
published works in their portfolio. Participants received a $40 USD
gift card for their time.

All participants reported prior experience in using LLMs (e.g.,
ChatGPT) or were aware of their use in creative writing, but none
mentioned LLMs to be a critical part of their writing process. Five
participants reported using ChatGPT infrequently for various edi-
torial writing tasks such as rephrasing a text or changing the mood
of the text. Two participants had used ChatGPT to explore different
narrative angles. Other participants had tested ChatGPT out of
intellectual curiosity. Two participants had actively participated in
the 2023 WGA/SAG-AFTRA strike.

5.4 Tasks

It is difficult to design tasks with objective goals for creative writ-
ers [32, 33]. Their work typically does not adhere to predefined
structures and depends on their artistic styles and idiosyncrasies [33].
Thus, we opted to ask writers to write short stories using our inter-
faces for a fixed amount of time (20 mins) while prompting GPT-4.
We aimed to study their interaction patterns and collect feedback
through semi-structured interviews to answer the RQs.

5.5 Measures

Since the study tasks did not involve any objective goals, we opted
for a qualitative methodology. Another reason for this choice is that
concepts relevant to our study (e.g., agency, transparency, owner-
ship) are mostly abstract concepts and are difficult to operationalize
quantitatively [76]. Instead, we designed a semi-structured inter-
view for capturing writers’ feedback. We asked writers about how
the study conditions impacted their interaction with LLMs, agency,
control, and ownership. We also asked them about the usefulness of

each interface to support communication and transparency around
AI-assisted writing. The interview script is available on OSF.

We also asked participants to rate the study conditions on a
7-point Likert scale across three subjective dimensions:

• Ownership: On a scale of 1 (not at all comfortable) to 7 (very
comfortable), how comfortable would you be in publishing
the short story under your name?

• Communication and Transparency: On a scale of 1 (not helpful
at all) to 7 (very helpful), how helpful would the tool be to you
in communicating your use of AI to others (e.g., publishers,
readers) for transparency?

• Conformity: On a scale of 1 (not helpful at all) to 7 (very
helpful), how helpful would the tool be to you in conforming
to the given AI-assisted writing guideline?

Finally, following prior literature [41, 44], we asked participants
to rate each condition on a 7-point Likert scale (1: strongly disagree,
7: strongly agree) across the following six dimensions for capturing
the usability of LLM support:

• Helpful: “I found the AI helpful.”
• Ease: “I found it easy to write the advertisement.”
• Experiment: “I felt that I experimented with various ideas
and generated alternatives.”

• Iteration: “I felt that I iterated various times on ideas and the
generation process.”

• Pride: “I am proud of the final output.”
• Unique: “The story I wrote feels unique.”

5.6 Procedure

Before each session, we asked participants to familiarize themselves
with the policy on AI-assisted writing from the U.S. Copyright
Office [53]. We also asked participants to think about the plots and
settings for two short stories, but asked them not to start writing
in advance of the research study session. Each session started with
participants signing the consent form and a brief introduction about
the goal of the study from the study administrator. After that, we
introduced the first study condition (tool) with a brief demo. We
encouraged participants to ask questions at this stage and then to
explore different features of the tool using a training story.

Participants then started the first writing session (20 minutes)
in which they were asked to write a short story. We clarified to the
participants that they did not need to finish the full story; rather
this is a timed experience.

At the end of the first writing session, participants filled out a
survey to provide their subjective experience. Participants then
started the second writing session where they were asked to write
their second story using the other interface, following the same
procedure as for the first condition. We followed this with a second
survey and then concluded the study with a semi-structured inter-
view. During the interviews, participants shared their experience
with both the baseline and the tool conditions and discussed their
use of the LLM in the writing process.

5.7 Analysis Plan

Similar to our formative analysis (section 3), two co-authors inde-
pendently open-coded the anonymized post-study interview tran-
scripts and then conducted a thematic analysis. The coders met

https://osf.io/gc4tr/
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regularly to discuss and refine the codes and themes. The coders
also discussed the codes and themes with the entire research team.
The initial inter-rater agreement was 0.86 (Jaccard’s similarity).

For quantitative measures and subjective ratings, we used nu-
merical estimation methods to derive 95% confidence intervals (CIs)
for all measures [16]; non-parametric bootstrapping with 𝑅 = 1, 000
iterations. We also report the standardized effect size (Cohen’s 𝑑).

5.8 Results

5.8.1 RQ1: Interaction with LLM. We found thatHaLLMark signif-
icantly changed the writers’ interaction with the LLM compared to
the baseline. In the post-study interviews, participants mentioned
that HaLLMark instilled a sense of awareness and encouraged
them to actively evaluate AI-assistance from the beginning of the
process (P1-4, P7, P10-13). For example, P2 and P8 said,

“I liked [HaLLMark] better because I was trying to use

the AI without overusing it, and there were times when

I felt like I was [doing that]. But then it said, ‘Oh, you

know, 90 or 95% of this writing is yours,’ so, you know,

more than I thought. So that was nice to have, and I

liked having that information all the time.” (P2)
“I was keeping an eye on the text highlighted by yellow

color and the percentage of that in the pie chart. It

certainly made me conscious and encouraged me to

modify text generated by the machine.” (P8)
On the flip side, some participants mentioned that it is possible

that the tool may make some writers nervous and overly conscious
about overusing the LLM, particularly in the eyes of readers and
publishers, or even other writers (P5-6). This stigma can hamper
their creative process.

We found evidence of the impact of HaLLMark in the percentage
of AI-written text in the final stories. As defined in Section 4.2.3, we
consider text directly generated by GPT-4 asAI-written and exclude
text that was generated by GPT-4 but later re-written by the writers.
We also measured text marked as AI-influenced by the writers.
Figure 6A shows the percentage of text written and influenced by
the AI in the final document for the two conditions. On average,
the stories contained 13.66% (CI = [6.30, 19.76]) text written by the
AI when participants used the baseline. In comparison, the stories
contained only 3.48% (CI = [1.23, 5.26]) text written by AI when
participants used HaLLMark. Additionally, participants labeled
2.99% (CI = [0.00, 4.77]) of the total text as AI-influenced in the
stories written using HaLLMark.

However, we did not observe any difference in the number of
prompts used in the two conditions. Regardless of the condition,
participants preferred asking the AI to generate new content. Fig-
ure 6B shows the number of prompts used by participants in the
two conditions. On average, participants used 2.65 (CI = [1.50, 3.80])
prompts seeking editorial help with the baseline. Participants used
a similar amount of editorial prompts (2.86 with CI = [1.80, 3.89])
while using HaLLMark. The small effect size of 0.04 (Cohen’s 𝑑)
indicates no practical difference between the conditions.

Participants used prompts seeking generation more frequently
than editorial prompts. On average, participants asked 5.66 (CI =
[4.00, 6.76]) prompts seeking new content while using the baseline.
Participants used a similar amount of prompts seeking new contents

(6.29 with CI = [5.10, 7.37]) while usingHaLLMark. The small effect
size of 0.1 (Cohen’s 𝑑) indicates a very small practical difference
between the two conditions.

5.8.2 RQ2: Agency and Ownership. We found evidence that the
situational awareness provided by HaLLMark improved writers’
control over the process. As a result, writers were able to measure
their contribution better when using HaLLMark. P7’s comment
below summarizes their experience,

“[HaLLMark] made me feel less confused in a way,

even to myself, like what did I generate? What did the

AI generate? What was influenced by the AI? It felt

easy to apply the green highlighting for what was influ-

enced, and the fact that it just automatically applying

the orange highlighting for what the AI had generated

felt pretty seamless. And it gave me sort of this feeling

of reassurance and control that I did not find in the

[baseline] interface.” (P7)

Using HaLLMark, some participants were able to perceive AI
as a collaborator, rather than as an external agent (P3, P9, P13). For
example, P13 said,

“With all the information showing my work and AI’s

work, it felt less robotic andmore like I was collaborating

with someone.” (P3)

Of course, there is danger inherent with anthropomorphizing
AI [15, 60]; AI models are not persons and thus cannot be authors
in the true sense, and there are legal, safety, security, trust, and
reliability concerns in such relationships [20, 60].

The overall positive experience was reflected in the subjective
ownership ratings provided by the participants (Figure 7A). On
average, the rating for the baseline was 3.39 (CI = [2.00, 4.76]), and
for HaLLMark, the rating was 4.92 (CI = [4.15, 5.69]). An effect size
of 0.46 (Cohen’s 𝑑) indicates a medium effect of the study condition.

5.8.3 RQ3: Communication and Transparency. Most participants
preferred HaLLMark to communicate the extent of AI contribu-
tions in the final artifact. According to P1,

“I do not even see how I can use the first one [baseline] for

communicating. [With HaLLMark], you can literally

copy the text with colors and send it to someone in

seconds. You can send the pie chart and the rectangles

for more breakdowns.” (P1)

However, two participants had reservations against using HaLL-
Mark for communication. P8 was worried that people might “nit-
pick” their writing if it was completely transparent and that readers
would harshly criticize the use of AI. P4 preferred the timeline and
text highlighting for communicating AI contributions, but did not
want to share the summary statistics. They felt that readers might
reduce their work to a single number (e.g., only 80% of the text was
written by the author). The timeline would presumably show their
contribution more clearly.

Figure 7B shows the participants ratings for how useful HaLL-
Mark they felt it is for communication and transparency. On av-
erage, the rating for the baseline was 3.14 (CI = [1.85, 4.69]). The
average rating for HaLLMark was 6.31 with CI = [5.61, 6.92]. The
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Figure 6: Percentage of AI assistance and number of prompts and while using the baseline tool and HaLLMark.

Error bars show 95% confidence intervals (CIs). The baseline condition did not have the option to label text as AI-influenced.
Thus, we see only one mark for that category in Figure A.
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Figure 7: Self-reported subjective ratings. Collected for ownership, transparency, and conformity of AI policies.

standardized effect size (𝑑 = 2.27) shows a very large effect of the
study condition.

5.8.4 RQ4: Conformity to AI-assisted Writing. All participants pre-
ferred HaLLMark for evaluating conformity to AI-assisted writing
policies. For example, P5 said,

“When I read the policy before the study, I was like ‘Ooh!

this will be such a pain in the [posterior
1
].’ But, then

when I used the tool, I was like, ‘Okay, this is easy!’

I would totally use the second tool [HaLLMark] if I

needed to follow a policy like this.” (P5)
We noticed a large difference in the subjective rating for this

dimension for the two conditions (Figure 7C). On average, the
subjective rating for the baseline was 2.83 (CI = [1.85, 3.85]). The
average rating for HaLLMark was 6.00 with CI = [5.31, 6.61]. The
standardized effect size (𝑑 = 2.10) indicates a very large effect of the
study condition.

5.8.5 Subjective Perception of LLM Support. Figure 8 shows partic-
ipants’ subjective ratings on the usability of LLM support [41, 44].
Similar to previous research [41], we did not observe any significant
difference in these dimensions.

5.8.6 Cognitive Load and Usability. Overall, participants found
HaLLMark to be easy to use. Prompting LLMs is a relatively new
activity for writers. HaLLMark added an extra task on top of
prompting: tracking and verifying provenance information. How-
ever, participants did not report any excessive cognitive load due
to this task in the post-study interviews. We believe there are three
reasons for that. First, the general feedback from all participants
indicates that verifying provenance information is a real need for

1
Equus asinus.

writers who want to use LLMs and writers do not see this as an
extra task. Second, several participants appreciated the use of visu-
alization to seamlessly integrate the tracking task in HaLLMark.
Participants used words such as “easy-to-understand”, “simple”, and
“cool” to describe the visualizations and interaction. Finally, partici-
pants found the “distraction-free” mode useful to focus on specific
tasks. We noticed several participants turned on and off the three
modules of HaLLMark in different combinations to switch between
writing, prompting, and validating provenance information. For
example, P6 turned off the GPT-4 and visualization modules when-
ever they were writing, turned on the GPT-4 module for prompting
the LLM, and then turned on the visualization module for seeing
the summary statistics and prompt history.

Participants also suggested several improvements toHaLLMark.
P3 and P6 suggested adding an option to turn on and off the text
highlighting, as they can become distracting to writers for long-
term use. In the current implementation, the text highlighting is
always on. P9 wondered if they could add notes to the prompt or
the text editor directly. This might be useful for providing an expla-
nation if needed. P1 asked for more control over prompt generation,
as for instance controlling the randomness of the text generation.

6 DISCUSSION, LIMITATIONS, AND FUTURE

WORK

Our findings show that capturing and externalizing provenance
information have a significant impact on how writers interact with
LLMs as well as on their agency and control over the process. Our
writer participants used HaLLMark to easily track the AI’s con-
tribution with respect to their own contribution. The tool helped
writers maintain a level of AI contribution that they were comfort-
able with. This provided a sense of control in the writers’ minds



The HaLLMark Effect CHI ’24, May 11–16, 2024, Honolulu, HI, USA

0 1 2 3 4 5 6 7
Experiment

0 1 2 3 4 5 6 7
Ease

0 1 2 3 4 5 6 7
Helpful

HaLLMarkBaseline

A B

0 1 2 3 4 5 6 7
Uniqueness

0 1 2 3 4 5 6 7
Pride

0 1 2 3 4 5 6 7
Iteration

C

D E F

Figure 8: Subjective perception of LLM support. LLM support across six dimensions [41, 44].

and improved their ownership of the final artifact. Feedback from
our participants indicate that HaLLMark can help them become
more transparent about the co-writing process and conform to
AI-assisted writing policy without manually preparing disclosures.
Below we discuss the broader impacts of our work on interactive
and intelligent writing support tools.

6.1 Normalize Transparency and Accountability

in AI-assisted Writing

Interactive provenance information helped writers make informed
decisions while producing their short stories. While writers were
generally enthusiastic about sharing the provenance information
with readers, some writers were not comfortable reporting the AI-
generated parts publicly. They thought that disclosing the use of
LLMsmightmake them susceptible to criticism. The fear of criticism
is understandable, as it might diminish the perceived contribution
of the human writer and presumably lead to disapproval of their
creativity [62]. We note that such concerns are not unique to the
use of intelligent tools—similar taboos exist for the use of reference
materials for inspiration [30].

We believe the right way to remove the stigma aroundAI-assisted
writing is by encouraging writers to be more transparent and ac-
countable, and democratize tools to support this goal [34, 48]. How-
ever, this also requires that readers, publishers, and other writers
become charitable and open-minded about LLMs going forward.

6.2 Design Implications

6.2.1 Writers Want to Use LLMs for Content Generation, not Editing.

We found that participants in the study were mostly interested in
generating new content or ideas (not the whole story) using GPT-4.
Although existing policies indirectly encourage writers to use the
LLM for editorial purposes [21], writers did not find that useful
during the study. Rather, they were intrigued by its generation
power and wanted to use it for overcoming challenges such as
writer’s block, difficulties in expressing nuanced and expressive
details about a new scene, or taking narrative inspiration.While this
result is in line with several previous studies [25, 51], it contrasts
with a survey that found that 60% of the surveyed writers want to
use LLMs for editorial purposes [4].

One explanation behind this contrasting result could be that we
collect writers’ feedback based on the experience with tangible
interfaces whereas the survey depended on writers’ preconceived
perceptions of LLMs. It is also possible that writers’ perceptions
have changed since the time of the survey (May 2023) due to the
introduction of policies on AI-assisted writing. Another caveat here
is that the writing sessions in our study were short (20 mins) and
likely do not fully capture how writers might use tools such as
HaLLMark for long-form writing (e.g., fiction). Nevertheless, we
believe that, in the future, organizations and authorities will likely
benefit by focusing on devising policies for ethical and responsible
content generation, rather than limiting writers to the use of LLMs
for editorial purposes.

6.2.2 When to Write, When to Prompt, and When to Verify? Our
findings indicate that when and how writers want to switch be-
tween writing, prompting, and tracking provenance depends on
writers’ personal style, needs, and idiosyncrasies. During the study,
we noticed several participants turned on and off the three modules
in different combinations. This observation indicates that future
AI-assisted writing tools will benefit from allowing writers to freely
switch between writing and AI-related tasks. In the future, we aim
to conduct a longitudinal study to comprehensively understand how
the tracking task impacts writing and when and how writers want
to verify provenance information. Recent studies on understanding
writers’ needs for AI support are inspiring in this scenario [26, 51].

6.2.3 Adopting HaLLMark in Writing Tools. HaLLMark is cur-
rently a standalone writing tool. However, we aim to make our tool
open-sourced (currently available in the OSF repository), allowing
others to build upon it or modify it to their needs. For example,
with appropriate modification to our codebase, HaLLMark can
be turned into a plugin. Writers can then install HaLLMark in
their favorite writing tool and track provenance information. Fur-
ther, if implemented as a desktop application, HaLLMark can track
provenance information across multiple tools (e.g., Microsoft Word,
Overleaf, and Google Docs). Alternatively, researchers and orga-
nizations can take inspiration from the design of HaLLMark and
decide to build their own tracking interface. For example, Microsoft
Word already integrates LLMs into its writing interface. Designing
a tracking interface should be relatively straightforward. Finally,

https://osf.io/gc4tr/
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many visualization systems now store data using structured lan-
guages (e.g., Vega-Lite [59]). One way to make the task of tracking
provenance information platform-independent is to focus on stor-
ing provenance information in a JSON format and then allowing
copy and paste actions for the data across tools and devices.

6.2.4 HaLLMark as a Reading Tool. HaLLMark is primarily fo-
cused on helping writers to ensure transparency and accountability
in their creative content. However, we believe that the provenance
information collected by our approach could be shared in several
ways with the recipients of written artifacts. For example, since
HaLLMark is a web-based tool, writers could share a URL to the
interactive document produced from HaLLMark as a supplement
to the peer reviewers or publishers, who can then verify whether
the artifact conforms to their writing policies using HaLLMark.
Alternatively, HaLLMark could have a new feature that would cre-
ate a static report of AI assistance (text highlighting on the artifact,
summary statistics, and a list of prompts with the static timeline as
an overview). Writers could then share the report as a supplement
to the actual artifact with the publishers or peer-reviewers. Finally,
if our approach is able to store the data in a structured format (as
discussed above), writers can store the provenance information and
then share it with readers, who can then use their favorite reading
tool to verify the contribution from the AI. In all cases, publishers
can decide how they want to share the provenance information
with the larger audience.

6.3 Limitations

HaLLMark is so far only a technology probe and is not designed
for production use. This means that it is limited in terms of the
scale and scope of the documents and writing tasks it can produce.
While we did not perform any specific stress or performance testing
in our evaluation, we believe that the current HaLLMark proto-
type implementation easily scales to a few thousand words. While
not evaluated, in theory, the visualizations in HaLLMark are also
scalable to any number of prompts. As mentioned in Section 4.2.3,
there is a minimum threshold for the rectangle width (5px). When
the rectangle width reaches the minimum, we dynamically increase
the width of the SVG instead of decreasing the rectangle width and
provide a horizontal scrollbar to see the extended contents. Prior
visualization systems have adopted similar methods to make repre-
sentations scalable [31]. Similarly, as policies evolve, we will likely
see more constraints and dimensions, which could be encoded in
the timeline by adding new rows in the timeline. Nevertheless, we
acknowledge that as stories become longer and more variables are
added to the timeline, it might become a daunting task to make
sense of the timeline. One way to scale the representation is to
aggregate the rectangles in the timeline, a popular approach in
visualization design [19, 31]. Our future work will explore these
solutions. We have also discussed some practical manifestations of
the tool in Section 6.2; for example, a practical use case would be to
implement the tool as a plugin that can be integrated with existing
writing software, such as Grammarly.

Our study in this paper was limited to creative writers, and
their experiences may differ from the general population of all
writers. For example, compared to a fiction author, an academic or
a journalist must rely on verifiable facts and evidence. This may

alter the dynamic for such writers when using an LLM, as LLMs
are still notorious for generating hallucinations [38]. Further study
for these settings are beyond the scope of this paper.

6.4 Ethical Concerns of LLM-based Co-Writing

It could well be argued that the central argument of this paper—that
LLMs are here to stay, and that we should just learn how to best
leverage them—is a technopositive, naïve, and perhaps even actively
harmful approach to the use of AI in human creativity, and that
generative AI should be seen as dangerous technology that should
be regulated or even banned. However, we would argue that this
is true of virtually any technology. For example, photography was
widely hailed as the end of painting but instead freed painters from
the curse of realism [20]. Instead, by harnessing these technologies
as supertools [60] in support of and subservient to—and not partners
or collaborators with—human writers is precisely the approach that
we should be taking.

In the end, LLMs are just tools, even if they are highly sophis-
ticated ones. By focusing on conveying the provenance between
LLMs and humans, essentially making human verification and in-
fluence the gold standard, we can reinforce this notion [42, 47, 60].
After all, while many of us would view the idea of spending hours
reading stories that were generated by a soulless machine some-
what insulting, most would likely accept this when assured that
the overarching control of the story belonged to an actual human
writer. People already accept computer-generated imagery (CGI) in
today’s movies as a matter of course—why would they not accept
similar computer-generated prose, as long as it has been verified
(and potentially edited) by the author? The provenance mechanisms
presented in this paper, where these prompts, edits, and influences
are made explicit in the text itself, is one approach to conveying this
interaction history between the writer and the LLM. Cryptology
concepts such as NFTs [6]—or placing the entire edit history on a
blockchain—may be used to protect the integrity of this history.

Findings from our evaluation clearly indicate that our writer
participants are mainly interested in using AI to improve their
own writing rather than producing more copy faster. This may not
strictly be true of students in educational settings, where LLMs
could be argued to do more for the aspiring writer than act as the
equivalent of a mere calculator for mathematics education. For
example, one sentiment that was expressed by our participants,
in line with previous studies [25, 51], is that writer’s block may
now be a phenomenon of the past, as the AI can always be relied
upon to generate many new and fresh ideas of how to continue
a story. While we should always be wary of bad (or overworked
and stressed) actors that are indeed primarily seeking the ability to
generate acceptable copy with a minimum of effort, professional
writers harbor pride in the craft of writing [26], as is true among
virtually all professionals.

Naturally, there are other ethical considerations that we must
consider when putting this technology into the hands of writers.
For one thing, it is possible that in spite of the tool’s design to sup-
port author agency (as evidenced by the ability to writer’s ability to
edit or modify transaction history), other actors in the publication
industry might be compelled to use the tool to surveil AI use and
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enforce AI writing policies. Such has been the case for some aca-
demic writing support tools, such as Turnitin, which is designed to
empower student learners, but has drawn criticism for its potential
to police rather than support students. Additionally, given the 2023
strike between the WGA and SAG-AFTRA on the one side, and
the Alliance of Motion Picture and Television Producers (AMPTP)
on the other, we should ensure not crossing any picket lines by
actively making these tools freely available on the internet. In the
case of HaLLMark, while we anticipate releasing the tool as open
source on Github upon acceptance of this paper, we will add an
explicit statement of support for WGA and SAG-AFTRA on the tool
website as well as include licensing terms prohibiting the use of the
tool to cross the picket line.

7 CONCLUSION

We have presented a technology probe on AI co-writing called
HaLLMark that enables an effective form of Large Language Model
prompting while storing the provenance of interaction between
human writer and AI. Designed based on our review of generative
AI guidelines by professional and research organizations, HaLL-
Mark transparently stores the prompting and influences between
the LLM and the writer using text highlighting and a visual timeline.
We have presented our findings from a qualitative study involv-
ing a group of writers using HaLLMark to write a short story or
non-fiction article. We found that our writers valued the explicit
representation of the AI’s influence on their work, but also that
the prompting interface yields a smoother and more integrated
workflow than the default ChatGPT interface.

Human-AI co-writing is a nascent area of research that is also
fraught with controversy. Our work addresses both transparency
and prompting for LLMs supporting this modality, but is by no
means the final nor optimal approach to either of these open re-
search problems.We hope that futurework can build on our findings
to derive better supertools that retain human agency and control
of the output while leveraging the formidable power of modern
foundation AI models. In particular, we think that future research
should focus on scaffolding prompts, improving provenance track-
ing, and adding non-repudiation of textual outputs generated by
both human writers and AI models.
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