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ABSTRACT
We present gravity navigation (GravNav), a family of multi-scale
navigation techniques that use a gravity-inspired model for assist-
ing navigation in large visual 2D spaces based on the interest and
salience of visual objects in the space. GravNav is an instance of
topology-aware navigation, which makes use of the structure of the
visual space to aid navigation. We have performed a controlled
study comparing GravNav to standard zoom and pan navigation,
with and without variable-rate zoom control. Our results show
a significant improvement for GravNav over standard navigation,
particularly when coupled with variable-rate zoom. We also report
findings on user behavior in multi-scale navigation.
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1. INTRODUCTION
Human attention has many similarities to the theory of gravity:

regions of high visual interest attract attention just like moths are
drawn to an open flame at night, and interest wanes with distance.
For example, the concept of visual salience as a measure of the per-
ceptual distinctiveness of an object is key in directing our visual at-
tention [17, 23, 25]. Furthermore, Fisher [8] found that map atten-
tion is centered on coastlines, most likely due to their irregularity
and corresponding high visual interest. Despite these facts, it is cu-
rious that so few navigation techniques for computer applications
take advantage of this phenomenon. Standard scrolling, panning,
and zooming techniques all disregard the structure and topology of
the underlying visual space, essentially making it equally easy (or
equally difficult) to navigate to an empty cornfield on an interactive
map as it is to navigate to an urban area.
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In this paper, we attempt to remedy this state of affairs by pre-
senting the concept of gravity navigation (GravNav) where an
interest-based gravity model is used to ease navigation in large vi-
sual spaces. The basic idea is to compute an attention-gravity vec-
tor given the user’s location in the visual space and the surrounding
items of interest, and then use this vector to guide navigation. Sim-
ilar to semantic and sticky pointing [4, 6, 20], the intuition is to
speed up navigation over empty areas, and to slow it down around
regions of interest. In particular, we believe the technique is espe-
cially well-suited for assisting micro-level navigation in multi-scale
spaces [11], where small disparities at a distant magnification level
may have massive impact when zooming into the space to see de-
tails and interact with visual objects.

The applicability of this family of gravity navigation techniques
encompass all interactive applications that incorporate large vi-
sual spaces, such as interactive maps (e.g., Google or Bing Maps),
large-scale zoomable visualizations, or detailed CAD blueprints
and drawings, etc. To validate the utility and efficiency of grav-
ity navigation, we performed a controlled user study for multi-
scale navigation where we compared performance for two instan-
tiations of the concept—gravity zooming and panning—with the
standard zooming and panning operations that would be found to-
day in the above interactive applications. We also included the Or-
thoZoom [2] zoom-gain interaction technique as a condition in our
experiment. Our results are convincingly in favor of the new tech-
nique, showing significantly decreased completion times across all
navigation scales and distances. We also report on navigation be-
havior for different conditions using space-scale diagrams [11],
showing that gravity navigation is particularly suited for combin-
ing with OrthoZoom due to the reduced need for clutch operations.

2. RELATED WORK
Our work here draws upon existing work on general and multi-

scale navigation, assisted navigation, and pointing.

2.1 General and Multi-Scale Navigation
Pan and zoom are the canonical navigation operations [11, 22],

allowing the user to change the position and the magnification of
the viewport, respectively. Scrolling is a special instantiation of
panning restricted to one dimension, such as for navigating in large
documents. Much work has been dedicated to exploring effective
pan and zoom operations, including space-scale diagrams for mod-
eling navigation behavior [11], optimal tradeoffs between zoom
and pan [24], and effective methods for view navigation [10].

Most pan and zoom operations take place in multi-scale spaces,
i.e., spaces that contain objects with scale-dependent appearances.
For example, a map database provides more detail as the user
zooms from a world view down to a city, neighborhood, or street.

1



In fact, switching between different visual representations depend-
ing on magnification level is known as semantic zooming [22], and
could for example be used to show a document as an icon when
viewed from a distance, and its actual text when viewed at high
magnification. However, this multi-scale nature also makes navi-
gation difficult since crucial navigational cues may be missing at
certain levels of scale, a phenomenon known as “desert fog” [18].

Several multi-scale navigation techniques have been proposed
recently. Speed-dependent automatic zooming (SDAZ) [15] is a
method for automatically zooming out a document viewport while
scrolling in order to maintain a constant visual flow. Guiard et
al. [14] show that many of the pointing behaviors employed in
fixed-scale spaces also translate to multi-scale spaces. Most re-
cently, Appert’s and Fekete’s OrthoZoom [2] scroller supports
variable-rate zooming across large distances and levels of scale.

2.2 Assisted Navigation
All space is not created equal: some regions in a multi-scale

world will invariably be more important than other regions. For ex-
ample, in a large, zoomable node-link diagram of a social network,
the nodes (representing actors) and the links (representing connec-
tions between actors) will be more important than the white space
separating these entities. This is the basic idea behind topology-
aware navigation [21], where the structure of the space is used to
inform and assist navigation. Moscovich et al. propose two such
techniques for navigating graphs: link sliding, where users navi-
gate by “sliding” along the visual links connecting the nodes, and
bring-and-go, where the local neighborhood of a particular node
can temporarily be brought into close proximity to it. Ghani et
al. [13] instead use dynamic map insets for this purpose.

Ishak and Feiner propose content-aware scrolling [16], where
scrolling in a document is modulated by the document content it-
self. While scrolling in their approach is seen as movement along a
one-dimensional path, the path itself as well as the speed and zoom
level is computed to cover the important regions in the document.

This kind of assisted navigation has also been employed for 3D
navigation in virtual environments. Galyean [12] uses a “river anal-
ogy” where the user is pulled along a pre-computed path, while still
being able to deviate slightly from it. Elmqvist et al. [7] study the
impact of assisted navigation on recall of a 3D world, and found
that fully or semi-assisted navigation allowed the user to focus
more cognitive resources on the world instead of on navigation.

2.3 Pointing
Pointing is the acquisition of targets on a screen using a mouse

or other pointing device. Most pointing techniques are evaluated
using Fitts’ law [9, 19]. While pointing is not strictly relevant to
navigation, Guiard et al. [14] recently showed that Fitts’ law also
applies to multi-scale pointing, which is essentially a navigation
task. Consequently, several recent navigation studies have been
based on this fact [2, 14]. We adopt this practice in our user study.

The pointing equivalent of gravity navigation is semantic point-
ing [4], where knowledge about the underlying user interface ele-
ments on the screen can be used to improve pointing performance
by varying the control-display ratio between mouse and pointer
movement. Other related work includes sticky targets [20, 27]
that ease acquisition, force-enhanced targets [1] that attract the
pointer, and extensions to 3D picking in games and virtual environ-
ments [6]. The difference between sticky/semantic/force-enhanced
pointing and gravity navigation is that the former operates on point-
ing in screen space whereas our technique operates on multi-scale
navigation operations in large visual spaces. However, since the
techniques are orthogonal, they can certainly be combined.

3. GRAVITY NAVIGATION
The intuition behind gravity navigation (GravNav) is to use a

degree-of-interest (DOI) function for the local neighborhood of vi-
sual items around the current position of the viewport to calculate
a “gravity vector” that models the attention of the user. This vector
is then used to modulate user interaction in motor space to influ-
ence navigation. The result is that objects in the visual space create
“gravity wells” that attract the user’s viewport during navigation
(Figure 1). Below we describe each of these phases in turn.

Figure 1: Illustration of an attention gravity well for an object.

3.1 Degree of Interest
GravNav uses a degree-of-interest (DOI) function to model hu-

man attention in a visual space. This takes the shape of a function
DOI(p) ∈R that returns the interest for any position p ∈R2 on the
visual space. Most commonly, the DOI function is defined on a set
S of discrete visual shapes s⊆ R2 in the space as DOI(s) = 1.

For a structured visual space such a map, we can utilize our
higher-level knowledge of the space and its salient features to de-
fine the DOI function. Consider the following example function for
a map consisting of sets of cities C and roads R:

DOImap(s) =

 population(s) s ∈C
roadSize(s) s ∈ R
0 otherwise

In this example, we assign interest to points inside a city based
on its population, and interest to points along a road based on the
road size (normalized appropriately depending on the application).

While our emphasis in this work is on assisting navigation in
structured visual spaces, we may also want to apply gravity nav-
igation to entirely unstructured visual spaces. In such situations,
we calculate the visual saliency [23, 25] of the graphical features
in the space to find the regions that are perceptually important to
the human visual system. In other words, we use a function of the
format DOIsaliency(p) = saliency(p). There are several approaches
to calculating saliency, including gradient magnitude, entropy, and
image complexity (examples include [5, 17, 26]). In the example
in Figure 2, we simply use gradient magnitude (an edge detection
algorithm) to calculate saliency for a photograph, and then segment
the image into regions. This approach can be applied to any image.

Given an image segmented into a set of regions S with a DOI
function defined for every point p∈R2, we calculate the interest of
each region s by simply integrating over space:

DOI(s) =
∫

p∈s
DOI(p) d p

3.2 Gravity Model
Given a DOI function, we now want to predict the user’s atten-

tion in the current view. We make the reasonable assumption that
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Figure 2: Visual saliency map (right) for a photograph (left)
calculated using edge-detection based on gradient magnitude.

during navigation, the user’s attention is focused on the local neigh-
borhood around the cursor (mouse pointer or touch point, respec-
tively), represented by a point pc in screen coordinates. We now
calculate a resulting attention gravity vector g(pc) as

g(pc) = ∑
si∈S

DOI(si)

|di|2
· di

|di|

where di is a 2D vector defined as di = pc− pi, and pi is the point
in si (in screen coordinates) that is closest to the cursor position pc.
This is an adaptation of the law of gravity, which has the below
form for the gravitational force F between two bodies with mass
m1 and m2 at a distance r from each other:

F = G
m1m2

r2 .

Figure 3 shows a visualization of the gravity field sampled at
regular intervals in a simple visual space consisting of five square
shapes with connecting paths. Unlike the gravity wells caused by
heavenly bodies, our attention gravity also has gravity troughs aris-
ing from paths in the visual space.

Figure 3: Gravity vector field for a sample scene. Paths cause
gravity troughs in the same way shapes cause gravity wells.

In a real implementation for a very large visual space, it is often
practical to use a spatial index (such as a quadtree) to eliminate
distant shapes from the computation; these will have a negligible
impact on the resulting vector anyway due to the inverse proportion
to the square of the distance.

3.3 Motor Space Model
The last step of the process is to use the attention gravity vec-

tor g computed above from the DOI function to guide multi-scale
navigation. Similar to semantic [4], sticky [20, 27], and force-
enhanced [1] pointing, our approach is to manipulate the control-
display (CD) mapping to achieve this. We identify two main ap-
proaches to achieve this:

• CD gain: Modulate the motor space input vector by the pro-
jection of the gravity attention vector. This mechanism is
used in semantic pointing, and will make navigation towards
salient targets easier, and navigation away harder.

• CD direction: Add the gravity attention vector to the motor
space input vector. Similar to force-enhanced pointing, this
will actively change not just the magnitude of the motor in-
teraction, but also its direction, thereby actively guiding the
user’s navigation towards salient features.

For both approaches, the scaling factor applied to the gravity
attention vector will be central for achieving the desired effect. This
scaling factor should be determined empirically.

(a) Gravity panning. (b) Gravity zooming.

Figure 4: Gravity zoom and pan implementation. The attention
gravity vector g (green) is operating on the user’s navigation
vector n (yellow) from position pc, resulting in n′ (pink).

3.4 Implementation: Gravity Zoom and Pan
We have implemented GravNav as two navigation techniques:

gravity pan and gravity zoom. Figure 4 shows our approach. For
panning, we take the user’s input vector in motor space n=(∆x,∆y)
(where ∆x and ∆y are the cursor position deltas in motor space)
and simply add the attention gravity vector g, suitably scaled (we
take the logarithm of the magnitude), to create an actual navigation
vector n′ that is used to transform the viewport’s position.

For zooming, we view the navigation vector n from motor space
as a 3D vector pointing into (for zoom-in) or out of (for zoom-
out) the screen along the z (scale) axis (i.e., n = (0,0,∆x) if using
horizontal cursor movement to zoom). Again, we perform a vector
addition with the attention gravity vector, resulting in an actual nav-
igation vector n′. It is often advantageous, however, to not enable
gravity effects for zoom-out operations.

4. CONTROLLED STUDY
We conducted a user study to poll the effectiveness of gravity

navigation in comparison to traditional multi-scale navigation tech-
niques. To ensure that we followed an accepted and well-known
design, we based our experiment on the OrthoZoom [2] user study
with three important differences:

• Constant target size: In the OrthoZoom experiment, Appert
and Fekete varied the target width to control pointing diffi-
culty based on Fitts’ law [9, 19]. However, they found no
such interaction. We decided against variable target width
due to our emphasis on navigation and not pointing.

• Two-dimensional: OrthoZoom is a one-dimensional zoom-
ing technique, and for this reason, the OrthoZoom exper-
iment is restricted to the user panning vertically and then
zooming in (using OrthoZoom or SDAZ [15]) to be able to
select the target. However, because gravity zooming is a two-
dimensional navigation technique, we instead allow for pan-
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ning the view in both vertical and horizontal directions. Nev-
ertheless, we included a 2D-adaptation of OrthoZoom as an
independent factor in itself in the experiment.

• Distractors: In contrast to the OrthoZoom experiment, in
our experiment we included distractor objects that were black
squares of the same size and having the same gravity as that
of the target. This decision is motivated by the fact that
the resultant gravity vector, and hence the technique, is ef-
fected by the presence of these distractor objects. Further,
we wanted to measure the performance of gravity zooming
in a realistic scenario, where a target is normally surrounded
by many distractors and the number of these distractors gen-
erally increases with the distance from the target.

In this section, we describe our study participants, equipment,
and methods, followed by results in the next section.

4.1 Participants
We recruited 12 participants (7 male, 5 female) from the student

population at our university (ages 21 to 28, average 25 years). Par-
ticipants were all self-selected volunteers, had normal or corrected-
to-normal vision, were not color blind (self-reported), and were
paid $10 upon completing a full session. No particular skills were
required other than basic knowledge of operating a computer.

4.2 Apparatus
The experiment was conducted on a desktop computer with 3

GHz processor, 4 GB RAM, and Microsoft Windows XP. The ex-
perimental application was 800×800 pixels in size, centered on a
19" LCD monitor set to 1280×1024 resolution. The participants
were provided a standard mouse to interact with the application.

4.3 Task
The goal with our experiment was to study the performance of

gravity navigation in what we call micro-level navigation: situa-
tions where the user has decided on a destination, and needs assis-
tance navigating there. This is to contrast with macro-level naviga-
tion, where the task is wayfinding in the visual space to determine
the next destination. While micro-level navigation does not capture
the full spectrum of applications that gravity navigation supports,
we think it is an example of where the technique is most useful.

Based on this reasoning, we designed a task where the objective
was to navigate the viewport from an initial zoomed-out overview
to a zoomed-in detail view of a particular target and then click
on it. The target was surrounded by distractor objects, the num-
ber of which was linearly dependent on the distance from the tar-
get. In particular, we placed 2 ∗N objects at a random position on
the periphery of every N-th imaginary circle, centered at the tar-
get with a radius of 2NW (where W is the constant target width,
N = {1,2, ..., ID}, and ID is a factor used in the experiment). It is
important to note that the number of distractor objects inside the
viewport depends on the zoom factor and the position of the view-
port. However, we used all the distractor objects, whether inside or
outside the viewport, while calculating the resultant gravity vector.

At the start of each trial, the target was shown somewhere along
the perimeter of an imaginary circle centered on the screen and
with a radius corresponding to 45% of the viewport dimension. The
center point of the view was placed a specific target distance away
from the view (governed by the Index of Difficulty ID) and zoomed
out sufficiently to bring the target in view on this imaginary screen-
space circle. The intuition behind the task was to force the user
to navigate the center of the viewpoint from different distances ID
through pan and zoom operations until the target was reached.

The target itself was a square the size of 10% of the viewport size
at 1:1 zoom factor; the square was red in color whenever viewed at
less than full scale factor, and blue when viewed at 1:1 zoom factor
or closer. The target could only be clicked while in the blue stage,
i.e., when the user’s view was zoomed in to its natural 1:1 scale.
This was done to force the user to zoom and pan the view the full
distance from overview to detail view. Because the target was too
small to see in the zoomed-out views, we added a collection of suc-
cessively larger concentric rings centered around the target; these
were placed and sized so that at least one was always visible at any
zoom level, and gave participants visual feedback about their navi-
gation when zooming and panning around the target. Furthermore,
these rings also give an indication of the target’s position whenever
it fell outside the viewport, similar to the Halo technique [3].

4.4 Factors
We included the following three factors in our experiment.

4.4.1 Navigation Technique (T)
The obvious factor to control was the navigation technique used:

• Standard navigation (SN): We used a standard pan and
zoom implementation where a left mouse drag panned the
view in world space proportional to the amount of pixels
dragged in screen space (i.e., so that the space moved at the
same speed as the cursor movement), and a right mouse drag
zoomed the view in (right horizontal movement) and out (left
horizontal movement). As is consistent with most standard
pan and zoom implementations, the zoom operation caused
the view to zoom towards the initial zoom point of the mouse
cursor (not the center of the viewport). The mouse wheel was
disabled for zooming to allow for variable zoom control.

• Gravity navigation (GN): Here we used the gravity zoom-
ing and panning operations. The pan and zoom interactions
were similar to the standard navigation case above (left drag
for pan and right drag for zoom), but our gravity model mod-
ulated both the speed and direction of all operations. We set
constants for the gravity model based on pilot testing.

4.4.2 Zoom Control Technique (Z)
We suspected that zoom control may be a significant factor for

navigation performance because of the tradeoff between high speed
and error correction. In other words, while high zoom speed will
obviously allow for shorter completion times and thus more effi-
cient navigation, it may also cause significant time costs when cor-
recting for navigation errors (i.e., zooming into a position that ini-
tially appears close to the target may eventually result in the target
leaving the edge of the screen when zoomed sufficiently). For this
reason, we chose to include two levels for this factor:

• Standard zoom control (SZ): Here the zoom interactions
(dragging right for zoom in, dragging left for zoom out)
caused a constant amount of zooming (zoom-constant =
0.01) for the same movement along the horizontal axis.

• OrthoZoom (OZ): More recent work in multi-scale naviga-
tion (see the Related Work section) allow for variable-rate
zoom control. We adopted the OrthoZoom technique [2]
since it has recently been shown to be the most efficient such
technique compared to, e.g., SDAZ [15]. In our implementa-
tion, as in the original paper, drag movement along the hor-
izontal axis is scaled by the pointer’s vertical distance from
the original pointer position and transformed into zoom op-
erations. In other words, the view can be zoomed in faster by
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simply increasing the vertical distance from the initial but-
ton press position while dragging horizontally, and slower
by decreasing the distance. We used the default constants for
OrthoZoom as presented by Appert and Fekete.

We should note that OrthoZoom was originally labeled as a one-
dimensional scroll technique, whereas we use it for zooming in a
2D visual space. The adaptation is simply that the user selects a po-
sition to zoom into through the initial mouse position, and then uses
the zoom technique to control the one-dimensional zoom factor.

4.4.3 Index of Difficulty (ID)
The Index of Difficulty (ID) of a navigation trial captures the

distance between the initial position of the viewport (based on the
center point of the viewport) and the target to navigate to. Using
Fitts’ law [9, 19], we can simply find the distance D to travel as
D = 2IDW , where W is the (constant) target width. A recent trend
has been to study very large indices of difficulty that correspond to
navigation in multi-scale spaces. Therefore, we adopted the same
indices as in the OrthoZoom study, i.e., 10, 15, 20, 25, and 30 bits.

4.5 Experimental Design
We used a full-factorial within-participants design:

12 participants
× 2 Navigation Technique T (SN, GN)
× 2 Zoom Control Technique Z (SZ, OZ)
× 5 Index of Difficulty ID (10, 15, 20, 25, 30)
× 5 repetitions

1200 Total trials (100 per participant)
We organized the trials in blocks based on zoom control tech-

nique so that participants would only have to utilize one type of
zoom technique at a time. Block order and the order of navigation
technique and ID levels within each block were randomized across
participants to counteract learning effects. During the experiment
we collected the time it took participants to complete a task. We
also collected full cinematic interaction data during each trial.

4.6 Hypotheses

H1 GN will be faster than SN. We believe that gravity navigation
will outperform standard navigation because gravity naviga-
tion corrects for the small pointing errors that grow to large
navigation errors over long distances.

H2 OZ will be faster than SZ. Based on previous results [2]
where OrthoZoom was superior to SDAZ, we are confident
that OrthoZoom will also outperform constant-rate control.

H3 GN will benefit more from OZ than SN. We speculate that
the combination of gravity navigation and OrthoZoom will
be particularly effective since it will allow the user to make
large-scale zoom movements without worrying about over-
shooting or losing the target.

4.7 Procedure
Participants first received general instructions about the experi-

ment and the trials. They were then given a demonstration on how
to solve a trial using the different zoom techniques. As is custom-
ary in similar experiments, we did not inform participants that the
experiment incorporated a navigation assistance technique.

After the demonstration, participants received five training trials
in each combination of zoom control Z and navigation technique
T . They were asked whether they felt ready to move on to the
timed trials; no participant stated that they were not. Each trial
started with an on-screen instruction for the zoom control technique

to use (standard or OrthoZoom), and users were asked to click a
target centered on a screen to proceed. This ensured that the user’s
cursor was located in a neutral position in the center of the screen
at the start of a trial. They could also rest indefinitely between trials
while on this screen. After clicking the target, the timer was started
and the task was shown to the participant. Clicking the blue target
ended the trial, stopping the timer and recording the data.

A typical experimental session lasted 40 minutes, including
training. After finishing all trials, participants were issued a ques-
tionnaire asking them to give feedback and comments on the ex-
periment and the techniques.

4.8 Design Decisions
A large number of decisions have to be made when designing

any user study. Here we discuss the major such decisions and what
factors motivated us in our choice for each of them:

• Pointing task: Multi-scale navigation experiments in the lit-
erature have many similarities to pointing experiments, i.e,
they are often based on Fitts’ law [9, 19] and use metrics
such as distance, target width, and completion time. While
we chose a similar design for this evaluation, it is important
to remember that our work is on navigation and not point-
ing techniques. We are asking the user to navigate a view-
port through a multi-scale space, not primarily to click on a
particular target on the screen. As such, our emphasis is on
understanding the dynamic behavior of users when zooming
and panning through such spaces rather than their pointer’s
movement across the screen.

• No pointing assistance: Pointing techniques such as seman-
tic, sticky, and force-enhanced pointing help in acquiring
the target to navigate to, and one can argue that such tech-
niques therefore should be included in the evaluation. There
are two reasons for excluding such techniques: we felt that
(1) pointing assistance is orthogonal to navigation assistance,
and therefore beyond the scope of this experiment; and that
(2) pointing assistance techniques are not defined for multi-
scale spaces and, in particular, for situations where targets
are outside the viewport. We still expect pointing assistance
techniques to result in even better task performance.

5. RESULTS
Our results come in several forms: quantitative completion

times, dynamic navigation behavior, and subjective feedback. Be-
low we report on each of these categories in turn.

Factors df, den F p
Navigation technique (T ) 1, 11 54.648 ***

Zoom control technique (Z) 1, 11 6.0184 *
Index of Difficulty (ID) 4, 44 170.23 ***

T * Z 1, 11 29.611 ***
T * ID 4, 44 26.873 ***
Z * ID 4, 44 7.0477 ***

T * Z * ID 4, 44 9.7175 ***
* = p≤ 0.05, *** = p≤ 0.001.

Table 1: Effects of factors on completion time (ANOVA).

5.1 Completion Times
We averaged the completion times for each condition and partic-

ipant across repetitions and performed a repeated-measures analy-
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sis of variance (RM-ANOVA, all assumptions of the test were ful-
filled). Figure 5 shows boxplots of completion times for different
conditions and Table 1 gives the main and interaction effects of the
factors on completion time; as can be seen in the table, all effects
were significant. In general, gravity navigation was an average of
25.6% faster than standard navigation across all indices of diffi-
culty. We analyzed the pairwise differences for the ID factor and
found, not surprisingly, that all levels were significantly different
from each other (Tukey HSD, p < 0.05).

Figure 5: Completion times vs. navigation and zoom technique.

Figure 6: Clutching vs. navigation and zoom technique.

The significant interaction between navigation technique T and
zoom control technique Z indicated that there were combinations
of T and Z that exhibited diverging behavior. We compared these
combinations using a posthoc test (Tukey HSD) and found that the
condition GN + OZ was significantly (p < .05) faster than all other
combinations, followed by GN + SZ (p < .05), and then SN + OZ
and SN + SZ having no significant time differences (p = .904).

5.2 Navigation Behavior
The dynamic navigation behavior for gravity navigation was dif-

ferent from standard navigation. Figure 6 shows a boxplot of the
number of clutch—unique sequences of mouse press-drag-release,
not counting the initial and final clicks—operations for the different
conditions. The T factor exhibited a significant difference (Fried-
man test, p< .05), whereas there was no significant difference for Z

(Friedman test, p = .145). Surprisingly, standard navigation exhib-
ited more clutch operations for OrthoZoom than for constant zoom
rate (probably due to overshooting, see more below).

Figure 7: Aggregated space-scale performance (zoom factor vs.
world distance from viewport center to target) for all factors
and participants.

Figure 7 shows aggregated performance for the different tech-
niques in a space-scale diagram [11]. While this figure does not
incorporate timing, it is still clear that gravity navigation seems to
converge faster towards the target.

5.3 Subjective Feedback
As discussed earlier, we did not inform participants about the

gravity navigation technique and we randomly chose between SN
and GN navigations in all blocks. Participants were generally fa-
vorable in regards to OrthoZoom (which we explicitly had to train
participants in using and also used for blocking), saying that it
gave them much more fine-grained control over zooming than for
constant-rate zoom. On the other hand, participants felt that they
often overshot the target with OrthoZoom, one participant stating
that the “the [OrthoZoom] task sometimes got out of control.”

Furthermore, several participants perceived that some trials were
easier than others, one stating that “sometimes it felt as if my cur-
sor snapped onto the target, whereas other times not so much.” The
participant went on to state that “maybe it was just my imagina-
tion.” Another thought that targets seemed to “pull in the cursor.”
However, other participants did not seem to pick up on this dis-
crepancy. One participant remarked that his strategy of quickly
selecting an initial zoom point sometimes paid off, and sometimes
did not; we speculate that successful trials were mostly those where
gravity navigation corrected for a rough initial zoom point.

6. DISCUSSION
Summarizing our results, we see the following:

• Gravity navigation exhibited significantly lower completion
times than standard navigation (confirming H1);

• Variable-rate zoom control using OrthoZoom [2] resulted in
significantly faster completion times than standard constant-
rate zoom control (confirming H2); and

• Gravity navigation with OrtoZoom was significantly faster
than gravity navigation with constant-rate zoom control
whereas no significant such difference was found for
standard navigation; in addition, gravity navigation with
constant-rate zoom control was faster than standard naviga-
tion with OrthoZoom (confirming H3).
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6.1 Explaining the Results
Our findings confirmed our hypotheses, and thus our reasoning

behind them were correct. We were also able to confirm our intu-
ition through observations and the cinematic replay data for each
trial. For H1, when zooming into the space in any condition, the
user would first place the mouse pointer on the target and start the
zoom operation (by pressing the right mouse button and dragging
to the right, possibly changing the zoom-ratio using vertical mouse
movement). Regardless of condition, this initial target acquisition
to start zooming would invariably only be a rough estimate. Even
if the distance between the mouse pointer and the target was very
small in screen distance, this still translated to a very large distance
in actual world coordinates.

For gravity navigation this is no issue, since the gravity model is
multi-scale and operates in screen coordinates, thus allowing it to
automatically adapt to whatever scale is used to view the space and
quickly correct such pointing errors. However, for standard naviga-
tion even small pointing errors in screen space remain uncorrected
and rapidly amount to a large screen distance as the user continues
to zoom. This resulted in either having to stop the navigation to
recenter the view or change the zoom position, or, worse, having to
backtrack by zooming out if the target left the edge of the screen.
Regardless, this explains why gravity navigation performed an av-
erage of 26% faster than standard navigation.

We were also able to confirm that the OrthoZoom variable-
rate zoom control technique was significantly more efficient than
constant-rate zoom control (H2). This was already known from
Appert and Fekete’s initial user study [2], but it serves as a use-
ful assertion that GravNav and OrthoZoom do not conflict; in fact,
as we discuss below, the two techniques complement each other
well. The one surprising finding was that we saw no significant
improvement for standard navigation with OrthoZoom compared
to constant-rate zoom control. However, we attribute this to the
two-dimensional nature of our task making it more difficult, where
Appert and Fekete studied a strictly one-dimensional scrolling task.

Finally, we also found that OrthoZoom indeed benefited gravity
navigation more than it benefited standard navigation (H1). We be-
lieve this ties in with the multi-scale nature of the navigation task
discussed above: for standard navigation, the fact that small point-
ing errors quickly gave rise to large navigation errors meant that
users were unable to take full advantage of the higher zoom speed
made possible by OrthoZoom. In fact, Figure 6 shows that they
used more clutch operations with OrthoZoom, and there were no
significant differences in completion time between these two con-
ditions. This suggests that OrthoZoom may be causing users to
overshoot targets more often, causing targets to leave the viewport
and the user to have to backtrack by zooming out or panning blindly
in the direction of the lost target.

In contrast, gravity navigation marries well to OrthoZoom since
the multi-scale error correction in the technique makes large-scale,
ballistic zoom operations possible without excessive backtracking
and target loss. In fact, we think that one outcome of our work is
the suggestion that designers consider pairing GravNav with Ortho-
Zoom for practical implementations of the navigation technique.

6.2 Generalizing the Results
While our findings are encouraging and confirm our intuition, we

still have to explore whether and how these results hold in general
multi-scale navigation. First of all, our study focused on micro-
level navigation, where the user has already decided on which tar-
get to focus on, and merely needs assistance in navigating to the
appropriate scale and position. In our task, this was mirrored by the
fact that the target was visible on the screen at the start of the trial.

In general multi-scale navigation, this is certainly not always the
case: the user may have to navigate to off-screen targets causing
the navigation task to become more complex. Future evaluations
are needed to study such tasks.

Having said that, we still firmly believe in the general utility of
gravity navigation: our results clearly show that once the user has
reduced ambiguity by settling on a particular target, the technique is
significantly more efficient than standard pan and zoom in rapidly
zooming and panning to it. In orer to better support target ambigu-
ity while zooming, we propose an extension to gravity navigation
that we call zoom branching (discussed next) that provides simple
gestures for choosing between multiple targets without breaking
the flow of the navigation. However, since these gestures are per-
pendicular to the zoom axis, zoom branching cannot be combined
with OrthoZoom, which uses that same approach for rate control.

6.3 Extension: Zoom Branching
The main weakness of gravity navigation is the same as pointing

assistance techniques: in the presence of many potential targets, at-
tention gravity may cause navigation to become slower, not faster.
For multi-scale spaces this is particularly problematic: even if a tar-
get looks like it is isolated from other targets, this may not turn out
to be the case when the user starts to zoom into the space towards
that target. Another potential target that was previously too close
to the intended target to be discernable from it will eventually start
to separate into an object of its own as the user zooms closer.

(a) Starting to zoom. (b) Zoom branching.

Figure 8: Zoom branching for a situation with two potential
targets. The white arrows on top of the targets in (b) indicate
the gesture to perform for centering the view on that target.
Once the grey target leaves the outer ring of the nimbus, the
branch gestures disappear.

We augment gravity zooming with a specific interaction tech-
nique called zoom branching to manage this situation. Figure 8
shows an illustration of the idea. The technique uses a zoom nim-
bus—a screen-space circle—centered on the initial point selected
for the zoom operation. Whenever the situation arises during zoom-
ing that a potential target s (defined by DOI(s) > 0) is about to
leave the nimbus, the technique provides the user with the option to
perform an input gesture perpendicular to the zoom axis to select
which of the potential branches to choose for continued zooming.
These gestures are visually represented as arrows on top of the tar-
gets and are visible for a certain zoom distance. If no action is
taken other than continued zooming, the main (center) target will
be selected. If the user performs the gesture, the view will instead
be centered on the target leaving the nimbus. Significantly, the fact
that the gesture is orthogonal to the zoom axis means that the ges-
ture can be performed without interrupting the zoom operation.

Even though we present zoom branching in the context of grav-
ity navigation, it should be noted that the technique is not specifi-
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cally tied to gravity navigation. The technique could just as well be
paired with standard pan and zoom.

7. CONCLUSIONS AND FUTURE WORK
We have presented a novel family of multi-scale navigation tech-

niques that we call GravNav techniques, short for gravity naviga-
tion. Gravity navigation utilizes the topology of the underlying vi-
sual space to assist navigation by calculating an attention vector
depending on the viewport position in the space and the surround-
ing objects of interest. This vector is then used to modulate the
speed or even the direction of the user’s interactions to facilitate
navigation to objects of interest. We evaluated the performance of
gravity navigation implementations and found that they were sig-
nificantly more efficient compared to standard pan and zoom, par-
ticularly when paired with variable-rate zoom gain.

In general, topology-aware navigation is a promising idea and
much work remains in fully mapping out its design space. Our fu-
ture work will continue to utilize knowledge about the structure of
the visual space to improve navigation. In particular, we intend to
study mechanisms for disambiguating between multiple potential
targets without breaking the overall flow of interaction.
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