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Abstract

Computer programs, even the ones whose correctness is vital, are growing
ever larger. Thus, if we are to be capable of verifying software, we need to do
so modularly, i.e., reason separately about separate parts of the big programs
and conclude that the whole program is correct based on correctness of its
subcomponents. In recent years, we have seen a steady advance in modular
techniques for software verification. However, these new developments are still
far from encompassing all the features that modern programming languages
utilize.

In this thesis, we study several approaches to extend modular reason-
ing techniques to more realistic programming languages. We consider three
distinct directions, which deal with both traditional program logic style veri-
fication, as well as relational reasoning.

In Verifying Object-Oriented Programs with Higher-Order Sep-
aration Logic in Coq we construct a logic for giving modular separation
logic specifications to object-oriented code that uses dynamic dispatch through
interfaces. This powerful programming technique is commonly used in virtu-
ally all modern object-oriented languages, and most previous work only tar-
geted the most common design patterns. We present a logic that is powerful
enough to express the rarer, complex patterns of usage, while allowing for
simple specification of simpler, more concrete interfaces. We follow this direc-
tion with Formalized Verification of Snapshotable Trees: Separation
and Sharing, where we show that our approach scales to non-trivial pro-
grams. In this article we consider a family of sophisticated data structures
that use complex sharing patterns, notoriously difficult to reason about with
separation logic, and show how to verify one of them using our approach.

A Separation Logic for Fictional Sequential Consistency takes our
work on separation logic in a different direction: based on a cutting-edge logic
for reasoning about concurrent programs, it tackles the problem of real-world
memory models, focusing on the common TSO model. The paper provides
two interconnected logics: the T'SO logic, in which one can reason about the
additional observable behaviours, which the user can observe on the weak
memory model, and the SC logic, in which reasoning is standard. Since most
well-behaved code (e.g., well synchronized programs) cannot observe any ad-
ditional behaviours admitted by the memory model, we thus provide the much



ii

needed abstraction from the machine model for a large class of higher-level
code.

Finally, in A Concurrent Logical Relation we investigate a different,
relational, approach to reasoning about programs. We treat a concurrent ex-
tension of an ML-like language, build the first logical relation for a concurrent
programming language, and prove a parallelization theorem, a long standing
conjecture that describes, in terms of types and effects, when it is safe to run
two expressions in parallel.
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Introduction

The recent spread of computers and computer programs to virtually all areas
of human life has increased the need for understanding whether these programs
are correct. Especially in the case of safety critical systems, which are more and
more computerized, we would like to be able to conclude whether the systems
will run correctly. However, at the same time the systems have grown in size
and complexity, to the extent where analyzing a complete program is virtually
impossible. This underlines the need for modular techniques of reasoning about
software. By modularity we mean, in this context, that we should be able to
reason independently about separate components of the system, and deduce the
properties of the whole system from the properties of these parts.

In the last decade, we have seen a steady advance in modular techniques
for software verification. However, these new developments are still far from
encompassing all the features that modern programming languages utilize. In
this thesis, we concentrate on two such techniques: separation logic and Kripke
logical relations. We consider three distinct directions in which we can extend
modular reasoning techniques to more realistic programming languages. First,
however, we present a short overview of the key problem.

1 The problems of shared mutable state.

One of the biggest problems in verification of real-life software has, for a long
time, been the treatment of shared mutable state. This is a feature pervasive
in almost all modern programming languages. In simple imperative languages
the pointers allow the programmer to define complex data structures; in object-
oriented programs the objects are stored on the heap and can be referenced
from multiple different points of the program; even in most functional lan-
guages imperative, higher-order state is used to provide the means for more
efficient implementations. Also in the concurrent programming languages, most
communication primitives are usually developed in terms of shared memory.
To understand how shared mutable state constitutes a problem, consider the
following code snippet:
x:=1;

y:=2

Let us try to specify what value can be stored in the cell x after the snippet
executes. Clearly, it can be 1, as long as y denotes a different memory cell
then x. However, what if both x and y denote the same location? In this case
the value of x should be 2, since this is the final value written to that memory
cell. This is an instance of the problem of pointer aliasing, and it is one of the
problems underlying the considerations in this thesis.

From the program verification perspective, this problem basically reduces
to being able to describe pointer aliasing — or, rather, lack of aliasing — in a



concise and modular way. However, reasoning about pointer aliasing directly,
using explicit equality of the references, is problematic. In the case of our
example, this is still relatively simple: we could informally specify our snippet
by saying, for example “if x =y, then the value of x is 2, otherwise the value of
x is 1”. However, this approach does not readily scale even to the simplest data
structures, especially if we want to keep the specification abstract. For example,
if we want to append two singly-linked lists in constant time, using a pointer
to the end of the list, we need to know that the two lists are not overlaid: the
structures cannot share any pointers. If the list were overlaid, the list resulting
from appending one to the other would become a cyclic structure, a result we
might assume the programmer did not expect of an append function.

The problem runs even deeper, actually. Even if we manage to express the
disjointness of the two lists in question, we do not know how the append action
would affect any of the other lists we might know about. This makes specifying
functions in a concise way virtually impossible. We discuss one of the ways to
solve this problem in the following section.

2 Program logics: the case for separation.

We begin this section with a short overview of Hoare logic. Then, we proceed
to discuss the basics of separation logic, motivating its design by how it helps
with the problem of pointer aliasing.

Hoare logic [16] was one of the first attempts at reasoning about programs
in a modular way. It was originally developed for a simple imperative language,
but since its inception a lot of work was put into extending it to more realistic
languages, a process that still continues, and of which this thesis is a small part.
Its key characteristic is the use of Hoare triples of the form

{P} c{Q}

where P and Q are assertions and c is the command that we are reasoning about.
The assertions are usually interpreted as predicates on the program states, and
the interpretation of a triple {P} ¢ {Q} states that if we evaluate the program
from a state s that satisfies P and the evaluation terminates in a state s’, then
s’ satisfies Q. Assertions themselves form a logic, and we can use the reasoning
within this logic via a rule of consequence:

P1 P {P2} c {Q2} QFQ
{P1} c{Qu} '

Hoare triples can also be easily adapted to a language of expressions, by taking
the postcondition Q to be parameterized on the final value of the expression.

The notion of Hoare triples allows us to reason about simple imperative
code, but in fact we need a lot more power if we are to handle realistic program-
ming languages. As Reynolds puts it in [25], where he introduces the notion of
specification logic,




[T]o obtain universal specifications about commands in Algol-like
languages, it is necessary to extend the language of specifications
well beyond the Hoare triples.

In fact, we can build a general higher-order logic of specifications, with Hoare
triples being just one of the basic formulae. Another kind of basic formula
might be, for example, a specification of a procedure. Adding this kind of
specification would allow us to verify programs that use procedure calls, as
shown in [25]. Sufficiently strong specification logics can also allow us to reason
about correctness of recursive or mutually recursive functions in a general way,
for example using Lob induction [7], or, as we show further on, specify object-
oriented code that uses interfaces.

These developments, however, do not readily scale to shared mutable state.
In fact, the way to reason in a modular way in the classical Hoare logic was
through an admissible conjunction proof rule,

{P} c{Q}
{(PAR} c{QAR}

which usually requires side conditions dependent on the programming language
for which the logic is designed. This rule, however, is not admissible if the state
of the program includes shared mutable state: the changes to the heap that c
makes might well invalidate R!

Separation Logic.

This brings us to separation logic. Introduced independently by Reynolds in [26],
and Ishtiaq and O’Hearn in [18], separation logic extends the classic assertion
logic of Hoare’s in a way that makes a variant of the proof rule discussed above its
cornerstone. Specifically, let us consider when would the conjunction rule hold:
clearly, if the assertion R were made about a part of state that was different,
disjoint from the part of the state that P was made about, such a property
should hold. This observation leads us to a new assertion logic connective,
called separating conjunction and written *. Intuitively, PxQ holds in any state
that can be split in two disjoint sub-states, one of which satisfies P, and the
other Q. We also need some primitive way of specifying what values are stored
in the heap; for this, we use a points-to predicate, written | — v, which asserts
that the location | is allocated in the heap, and the value stored at | is indeed v.

Coming back to the example from Section 1, we can equip the snippet with
a precondition

X Uky = V.

This precondition ensures that x and y can actually be dereferenced, since we
have a points-to assertion for both of these locations. But equally importantly,
it states that x # y — since if they were equal, we would not be able to split
the state into two disjoint parts such that the same location were in both parts.



As long as our assertion logic also allows for existential quantification, these
new connectives are a powerful tool for describing the shape and contents of dis-
joint data structures, such as lists or trees. Consider, for example, the following,
classic specification of a singly-linked list:

list(x, vs) =(x = null A vs = )

V 3y, v,vs'. x> (v,y) * list(y,vs') Avs = v - vs

This specification, defined by induction on the mathematical representation of
the list, vs, ensures that no parts of the list are shared within the list. If we
did not require this, our definition would admit circular lists, which would make
reasoning about updates we might make to the list much more complicated.
Moreover, if we have an assertion list(x, us) x* list(y,vs), we are sure that no
pointers except for the final null pointer are shared between the two lists. In
contrast, a separate assertion that would describe that the lists are well-formed
and not overlaid would have to be at least as complex as the definition itself —
and it would not give us any knowledge about other lists that we might know
about.

These definitions lead us to rephrase the Hoare logic rule for conjoining an
assertion to a triple in a way that works in the presence of shared mutable state:
the frame rule. As with its predecessor, it may need programming language—
dependent side conditions, but its general form is

{P}c{Q}
{P+R}c{Qx*R}

This proof rule states that if we can split our state into two parts, one satisfying
P and the other R, and if the part that satisfies P suffices to run the program
c and end in a state that satisfies Q, then running the program in the state
consisting of both parts will give us a state that again can be split in two parts:
one that satisfies Q, and one that still satisfies R. Intuitively, this rule should
hold, since the program does not “need” the part of the state described by R,
so it should not modify it, but in some settings more complex arguments are
needed to show that the rule is sound.

This ability to succinctly and accurately describe the shapes of data struc-
tures ties in well with some of the useful features of specification logics. For
example, if the specification logic admits second-order quantification, existen-
tial quantifiers can be used to make the predicates that encode the shape of
the data structure abstract [10]. This is similar in spirit to using existential
quantification for data abstraction. Specific proof systems sometimes use more
syntactic variants with a particular mode of use, an example developed for
the object-oriented setting are abstract predicates, introduced by Parkinson and
Bierman in [23].

This new expressive power does not come without a cost, however. One
can easily notice that the separating conjunction does not admit all the usual
structural rules that we would expect of a conjunction. In particular, contraction



rule does not hold in general, since we have
= v = vxli—v.

Admissibility of the weakening rule depends on the design and precise semantics
of the logic. A good source for an overview of design considerations and tech-
niques is, for example, a recent review by Jensen [19].

3 Relational reasoning and higher-order store.

In this section, we briefly discuss the development of the logical relation tech-
niques to the point where they are able to handle languages with higher-order
store.

The logical relations technique was developed in the 1970s by, among others,
Tait [27] and Plotkin [24]. The technique was first developed for showing unary
properties of languages, for instance the strong normalization of simply-typed
lambda calculus, and later also for binary properties, most importantly contex-
tual equivalence. The essence of the technique is interpreting syntactic types as
relations that are determined by the structure of the type: for example, [o — 7]
should be determined from the relations [o]] and [7] in a way that guarantees
closure under lambda abstraction and application; see [21, Chapter 8] for a good
introduction to the technique, as well as more historical references.

In the most basic setting, the types can be interpreted simply as sets of
well-typed values or expressions. However, this simple mode of interpretation
does not readily scale to richer type systems, including polymorphic calculi.
The crucial idea that allows us to interpret the universal quantification, is to
have a space of semantic types, closed under intersections. Once we have such
a space, we can give an interpretation to an open type that is well-formed in a
type variable context, A F 7. We interpret A as a sequence of semantic types,
one for each variables, and the interpretation of the judgment is a map from the
interpretation of A into semantic types. This treatment admits interpretations
of universal and existential quantifiers via intersections and unions respectively,
as long as the space of semantic types is closed under these operations. This idea,
though stated differently, dates back to Girard’s original paper on System F [15].
A good reference for the treatment of polymorphism is [21, Chapter 9].

Still more involved is the treatment of the recursive types. In contrast to
universal and existential quantifiers, we cannot directly express the interpret-
ation of the judgment A F pa. 7 in terms of the interpretation of Aja - 7
— at least not without enriching the space of semantic types with some extra
structure. One of the possibilities is to ensure that the space of semantic types
is non-empty and has a metric structure. Then, as long as the interpretation
of A, 7 that we want to use to interpret the recursive type is a contractive
map, we would be able to use Banach’s fixed point theorem to give an interpret-
ation of the recursive type. This approach was first explored by Amadio [5], and
Abadi and Plotkin [1]; see for example Birkedal et al. [12] and the references
therein for more extensive treatment.



For all their usefulness, the domain-theoretic models mentioned above are
complex, and require solid mathematical grounding. Thus, simpler, more op-
erational treatment of recursive types would also be useful. A line of research
that provided such a technique is step-indexing. In this setting, one explicitly
stratifies the space of semantic types by using a natural number that intuitively
corresponds to the number of evaluation steps for which the type provides in-
formation. At index 0, the type does not provide any information, while at each
higher index the information is more refined. Since the stratified relation is tied
to the evaluation steps, this setup provides a relatively simple way to interpret
iso-recursive types: unfolding a recursive value requires an evaluation step, so
the interpretation of the recursive type only needs to depend on information
from the previous stratum, and thus is well-defined. Step-indexing has been
introduced by Appel and McAllester [6], and a good reference for this treat-
ment of recursive types is Ahmed’s work [3]. Note that the syntactic treatment
has been since reconciled with the semantic one by Birkedal et al. in [11], by
showing that the space of semantic types in the step-indexed models can also
be seen as an ultrametric space.

The higher-order store, the final language extension we consider in this sec-
tion, presents us with a different challenge still. This is due to the fact that
we can no longer consider the semantic type in isolation: after all, we have
to consider references, and whether they are well-typed should depend on the
store. More explicitly, assume we have a space of semantic types T°. To be
able to provide an interpretation of reference types, we need a space of semantic
types that would know, at the least, what locations are defined. This gives us
a domain equation of the following shape:

T=W —T°,

where W denotes the space of worlds, the semantic descriptions of heaps. In the
case of a ground store, it is enough for the world to describe which locations are
allocated, and so we could take W = Py;,, (L), a finite set of locations. However,
if we have higher-order store, we need to know what type is associated with any
given location. This leaves us, in the simplest case, with an equation of the
shape

Solving this sort of recursive domain equations is the crucial challenge in model-
ing the higher-order store, and since the recursion occurs in a negative position,
the solution is not trivial. That said, in the recent years different solutions for
these types of domain equations have been provided, including [2, 4, 17, 12, 11].

Note that the notion of worlds given by the equation above is a very simplistic
one. It can be extended to much more complex structures, see for example [4]
or some of the recent work on models of concurrent calculi with higher-order
state, e.g., [30].



Relational models and aliasing

The problem of aliasing is just as pressing in the relational setting, as it is when
reasoning in unary models. Coming back to the code snippet of Section 1, let
us consider the following equation:

€1,€x X €r;€;1.

Should we be able to reorder the assignments in the example with this equality?
Clearly we should only be allowed to do that if we know that x and y are not
aliased, but this means that the equation does not hold in general. Thus, if we
are to provide useful equivalences for programs that use higher-order store, we
need to be able to express what aliasing patterns are permitted for the program
equivalence to hold.

In the logical relations setting, one way to express such restrictions is to
strengthen the underlying type system. To this end, we can use a type-and-effect
system, which, in addition to the information on the type of an expression, also
provides the information on side effects that it may perform. However, since the
type and effect information should be determined statically, the precise locations
that may or may not be aliased cannot be determined in general. Thus, the
type-and-effect systems usually partition the heap into disjoint regions, with
each reference being allocated in one of the regions. Thus, they can statically
infer the lack of aliasing — as long as the references belong to different regions
of the memory. The effects usually include read, write and allocate actions in
a region, but it is possible to extend this set. Type-and-effect systems were
introduced by Gifford and Lucassen in [14, 20], and have since been used, for
example, to define static analyses [22] or even as a basis for a runtime system
of SML [29, 13].

What interests us in the context of this thesis is the use of a type-and-
effect system to enable relational reasoning, and in particular to justify effect-
based program transformations. This possibility has been conjectured in the
original papers of Gifford and Lucassen, but the relational models of higher-
order programming languages were not strong enough to handle this kind of
reasoning. However, with the development of rich relational models by Benton
et al. [8, 9], this line of research has opened to new possibilities, and the work
of Thamsborg and Birkedal [28] has extended and adapted it to the operational
model, on which we base some of the work presented in this thesis.

4 The contents of this thesis.

This thesis aims to extend some of the modular reasoning techniques towards
more realistic programming language features. In the following, we present a
short overview of the subsequent chapters.

In Chapter 2, Verifying Object-Oriented Programs with Higher-
Order Separation Logic in Coq, we define a higher-order separation logic



that allows us to give modular specification to object-oriented code that uses dy-
namic dispatch. We believe this an important development, since dynamic dis-
patch, typically using interfaces is a widespread and powerful feature of modern
object-oriented programming languages. Most previous work targeted specific,
widespread design patterns, but didn’t readily scale to other modes of use that
are relatively common when using interfaces. A particular example that we use
in Section 2 of that chapter is reasoning about methods that take any instance
of a given interface as an argument. This technique can be used, for example, to
parameterize an algorithm on an underlying collection data structure. We show
how, using higher-order separation logic, one can give an abstract specifications
to an interface, and a concrete instantiation thereof to verify a class that imple-
ments the interface. Thus, specifications of methods that use the interface can
also be expressed abstractly. Additionally, if these methods in turn are called by
a client that knows which particular implementation is being used, the concrete
instantiation of the interface can be used to easily regain the information about
the state of the object.

The other aspect of our work in Chapter 2 is the Coq formalization. The
framework that we lay down in Section 3 is, to a large extent, language inde-
pendent, and can be used to experiment with different programming language
features in a sound manner. The framework itself has been extended with tactic
support, and eventually became the Charge! platform.

In Chapter 3, Formalized Verification of Snapshotable Trees: Sep-
aration and Sharing, we show how the techniques shown in Chapter 2 scale
to realistic, sophisticated data structures. We begin by presenting a family of
challenging case studies, the snapshotable trees, derived from a library of col-
lections for C#. This data structure is a usual binary search tree in all but
one aspects: it also provides a method to take a persistent snapshot of the col-
lection in constant time. Since this time bound means we cannot simply copy
the tree to build a snapshot, the memory has to be shared between the tree
and its snapshots. This makes reasoning about the data structure challenging,
particularly so if one wants to give it modular specifications. We also provide
four implementations of the data structure, varying in terms of complexity of
sharing involved — and, thus, the space usage.

We show how using higher-order separation logic one can achieve relatively
modular specifications and use our formalization to prove one of the provided im-
plementations, thus showing that our approach to verification of object-oriented
programs does indeed scale to complex, realistic data structure.

We tackle an altogether different problem in Chapter 4, A Separation
Logic for Fictional Sequential Consistency: instead of considering a soph-
isticated programming language, we turn to underlying memory models. In
particular, we consider a simple, class-based, concurrent language running on a
total store order (TSO) memory model. In TSO, each thread has an associated
store buffer — a FIFO queue that buffers writes. Any time a value should be
written into the memory, it is instead added to the buffer, and the writes from
the buffer are flushed to the memory nondeterministically. This setup admits
additional states that would not be observable with “standard” memory mod-



els, and is commonly used to model some real-life processors, notably of the x86
family.

We provide a separation logic for the TSO model, including some novel
connectives that allow us to reason about the new states of the memory, but
the real strength of our approach is that it allows us to abstract from the complex
memory model, and use a much simpler, standard separation logic for a large
class of programs. We achieve this by giving programs that utilize the weak
behaviors in a restricted way specifications that provide their clients with a
fiction of sequential consistency, thus bringing standard modular reasoning to
much more realistic memory models.

Finally, in Chapter 5, A Concurrent Logical Relation, we again consider
a different problem: giving a relational account of concurrency in the presence
of higher-order store. We build on a logical relation for an ML-like language
with higher-order store developed by Thamsborg and Birkedal, and extend it to
support concurrency. To the best of our knowledge, this is the first such logical
relation published. Since we are using a type-and-effect system to qualify not
just the type of the expression, but also the kinds of side effects the program
performs, this allows us to reason about correctness of concurrent program
transformations — like the ones one might find in an optimizing compiler. One
of such program transformations, proposed by Gifford and Lucassen as one of
the arguments for introducing the type-and-effect systems, is automatic, effect-
guided parallelization. We prove that, under certain conditions, this is indeed
a valid optimization, thus showing that our logical relation is both strong and
useful.

Additionally, we show how one can use relational reasoning about concurrent
programs to show that certain low-level, nonblocking algorithms fulfill their
specification, in this case, given by a high-level programming language construct
instead of a logical formula.

5 Overview of the publications.

Listed below are the papers I have contributed to during the PhD studies.
Included is a brief account of the role I have had in the research and writing
phase.

1. Verifying Object-Oriented Programs with Higher-Order Separ-
ation Logic in Coq. Jesper Bengtson, Jonas Braband Jensen, Filip
Sieczkowski and Lars Birkedal. In Proceedings of ITP, 2011. Forms
Chapter 2 of this thesis.

This paper formed the basis for what later became Charge! — a sound
framework for interactive verification of object-oriented programs, build
entirely within the Cogq proof assistant. My share of the work on this the-
ory was proportional; in particular, the Cog formalization was developed
jointly by Jesper Bengtson, Jonas B. Jensen and myself, with all of us
collaborating closely on all of its features.



In the writing of this paper, my input was concentrated on the sections
that concerned formalization of abstract separation logic and its instanti-
ation to the chosen subset of Java. The technical development formalized
in Coq can be found at http://itu.dk/people/birkedal/papers/hosl_
coq-201105.tar.gz.

. Formalized Verification of Snapshotable Trees: Separation and
Sharing. Hannes Mehnert, Filip Sieczkowski, Lars Birkedal and Peter
Sestoft. In Proceedings of VSTTE 2012. Forms Chapter 3 of this thesis.

This article was the first big case study conducted within the framework
presented above, and informed some of the decisions taken with respect
to proof automation in Charge! Hannes and me contributed the majority
of this theory, and most of the formalization work fell to me.

I have taken a smaller part in writing the article, focusing mostly on the
treatment of iterators. The technical development formalized in Cog can
be found at http://itu.dk/people/hame/snapshots.tar.gz.

. A Concurrent Logical Relation. Lars Birkedal, Filip Sieczkowski and
Jacob Thamsborg. In Proceedings of CSL 2012. Forms Chapter 5 of this
thesis.

This paper extends the theory developed earlier by Jacob and Lars to a
concurrent setting. My contribution here was proportional; in particular
I was responsible for proving the parallelization theorem, the main applic-
ation we provide of our logical relation. Some of the formal proofs are
included in the appendix attached to the paper.

. A Separation Logic for Fictional Sequential Consistency. Filip
Sieczkowski, Kasper Svendsen and Lars Birkedal. Under submission. Forms
Chapter 4 of this thesis.

I have developed this theory with help from Kasper and Lars. My contri-
bution has been major, although Kasper and Lars made sure it evolved
towards the principled, two-level structure the logic has in its current form.

The writing has been a joint work, in which I have been responsible for
explaining the programming language and the complex TSO logic (Sec-
tions 2 and 4). I have also written most of the technical appendix included
in this thesis.

. A Kripke Logical Relation for Effect-based Program Transforma-
tions. Lars Birkedal, Guilhem Jaber, Filip Sieczkowski and Jacob Thams-
borg. Under submission. Not included in this thesis.

This is an extended version of Jacob and Lars’s ICFP 2011 article. My
contributions to it were centered around extending the theory presented
there to support region polymorphism, and preparing the text for the
journal submission.
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Verifying object-oriented programs with
higher-order separation logic in Coq

Jesper Bengtson, Jonas Braband Jensen, Filip Sieczkowski, and Lars Birkedal

IT University of Copenhagen

Abstract. We present a shallow Coq embedding of a higher-order sepa-
ration logic with nested triples for an object-oriented programming lan-
guage. Moreover, we develop novel specification and proof patterns for
reasoning in higher-order separation logic with nested triples about pro-
grams that use interfaces and interface inheritance. In particular, we
show how to use the higher-order features of the Coq formalisation to
specify and reason modularly about programs that (1) depend on some
unknown code satisfying a specification or that (2) return objects con-
forming to a certain specification. All of our results have been formally
verified in the interactive theorem prover Cogq.

1 Introduction

Separation Logic [12,16] is a Hoare-style program logic for modular reasoning
about programs that use shared mutable data structures. Higher-order separa-
tion logic [3] (HOSL) is an extension of separation logic that allows for quan-
tification over predicates in both the assertion logic (the logic of pre- and post-
conditions) and the specification logic (the logic of Hoare triples). HOSL was
proposed with the purposes of (1) reasoning about data abstraction via quan-
tification over resource invariants, and (2) making formalisations of separation
logic easier by having one general expressive logic in which it is possible to de-
fine predicates, etc., needed for applications. In this article we explore these two
purposes further; we discuss each in turn.

The first purpose (data abstraction) has been explored for a first-order lan-
guage [4], for higher-order languages [9,11], and for reasoning about generics
and delegates in object-oriented languages (without interfaces and without in-
heritance) [18]. In this article we show how HOSL can be used for modular
reasoning about interfaces and interface-based inheritance in an object-oriented
language like Java or Cf. Our current work is part of a research project in
which we aim to formally specify and verify the C5 generic collection library (8],
which is an extensive collection library that is used widely in practice and whose
implementation makes extensive use of shared mutable data structures. A first
case-study of one of the C5 data structures is described in [7]. C5 is written in
C4 and is designed mainly using interface inheritance, rather than class-to-class
inheritance; different collection modules are related via an inheritance hierarchy
among interfaces. For this reason we focus on verifying object-oriented programs
that use interfaces and interface-based inheritance.
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We explore the second purpose (formalisation) by developing a Coq formal-
isation of HOSL for an object-oriented class-based language and show through
verified examples how it can be used to reason about interfaces and inheritance.

Our formalisation makes use of ideas from abstract separation logic [6] and
thus consists of a general treatment of the assertion logic that works for many
models and for a general operationally-inspired notion of semantic command.
Our general treatment of the logic is also rich enough to cover so-called nested
triples [17], which are useful for reasoning about unknown code, either in the
form of closures or delegates [18] or, as we show here, in the form of code match-
ing an interface. To reason about object-oriented programs, we instantiate the
general development with the heap model for our object-oriented language and
derive suitable proof rules for the language. This approach makes it easier in the
future to experiment with other storage models and languages, e.g., variants of
separation logic with fractional permissions.

Summary of contributions. We formalize a shallow Coq embedding of a higher-
order separation logic for an object-oriented programming language. We have
designed a system that allows us to write programs together with their spec-
ifications, and then prove that each program conforms to its specification. All
meta-theoretical results have been verified in Coq!.

We introduce a pattern for interface specifications that allows for a modular
design. An interface specification is parametrised in such a way that any class
implementing the interface can be given a suitably expressive specification by
a simple instantiation of the interface specification. Moreover, we show how to
use nested triples to, e.g., write postconditions in the assertion logic that require
a returned object to match a certain specification. Our approach enables us to
verify dynamically dispatched method calls, where the dynamic types of the
objects are unknown.

Outline. The rest of this article is structured as follows. In Section 2 we demon-
strate the patterns we use for writing interfaces by providing a small example
program that uses interface inheritance and proving that it conforms to its spec-
ification. In Section 3 we cover the language and memory-model independent
kernel of our Coq formalisation. In Section 4 we specialise our system to handle
Java-like programs by providing constructs and a suitable memory model for a
subset of Java. Section 5 covers related work, and Section 6 concludes.

2 Reasoning with interfaces

To demonstrate how our logic is applied, we will use the example of a class
Cell that stores a single value and which is extended by a subclass Recell that
maintains a backup of the last overwritten value and has an undo operation. This
example is originally due to Abadi and Cardelli [1]; a variant of it was also used

! The Coq development accompanying this article can be found at
http://itu.dk/people/birkedal/papers/hosl_coq-201105.tar.gz
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interface ICell {
int get();
void set(int v);

}

class ProxySet {
static void proxySet(ICell c, int v) {
c.set(v);
}
}

class Cell implements [Cell {
int value;

Cell() { }
int get() {
return this.value;

void set(int v) {
this.value = v;
}
}

interface IRecell extends ICell {
void undo();

}

class Recell implements IRecell {
Cell cell;
int bak;

Recell() {
this.cell = new Cell();

int get() {
return this.cell.get();

void set(int v) {
this.bak = this.cell.get();
this.cell.set(v);

}
void undo() {
this.cell.set(this.bak);
}
}

Fig. 1. Java code for the Cell-Recell example with interface inheritance.

by Parkinson and Bierman [14] to show how their logic deals with class-to-class
inheritance.

We add to this example a method proxySet, which calls the set method of
a given object reference. It is a challenge to give a single specification to this
method that is powerful enough to expose any additional side effects the set
method might have in arbitrary subclasses. We will see in this section how our
specification style achieves this, and it is sketched in Section 5 how this compares
to related work.

Our model programming language is a subset of both Java and C4f. It leaves
out class-to-class inheritance and focuses on interface inheritance. This mode of
inheritance captures the essential object-oriented aspect of dynamic dispatch,
while the code-reuse aspect has to be explicitly encoded with class composition.
A Java implementation of the Cell-Recell example can be found in in Figure 1.

2.1 Interface ICell

Interface ICell from Figure 1 is modelled as a parametrised specification that
states conditions for whether a class C behaves “Cell-like”. In the following, val
denotes the type of program values, in our case the union of integers, Booleans
and object references. Also, UPred(heap) is the type of logical propositions over
heaps, i.e., the spatial component of the assertion logic (see Section 3.1 for the
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precise definition).

ICell £ \C': classname. AT : Type. AR :wal — T — UPred(heap).
Ag:T —wal. As:T — val = T.

(V¢ : T. C::get(this) — {R this t}_{r. R thist Ar=gt}) A (1)
(Vt : T. Cuset(this, x) — {R this t}_{R this (5 ¢ x)}) A (2)
(Vt,v. g (s tv) =) (3)

There is some notation to explain here. ICell is a function that takes five argu-
ments and returns a result of type spec, which is the type of specifications. The
logical connectives at the outer level (A and V) thus belong to the specification
logic. The parameter R is the representation predicate of class C, so R ¢t intu-
itively means that c is a reference to an object that is mathematically modelled
by the value ¢ of type T'. The parameters g and s are functions that describe how
get and set inspect and transform this mathematical value. They are constrained
by (3) to ensure that get will actually return the value set with set.

The notation C::m(p) — {P}_{r. Q} from (1) and (2) specifies that method
m of class C has precondition P and postcondition ). The arguments in a call
will be bound to the names p in P and @, and the return value will be bound to
r in Q. We support both static and dynamic methods, where dynamic methods
have an additional first argument, as seen in (1) and (2). The precise definition
is given in Section 4.2.

The notation f from (1) and (2) lifts a function f such that it operates
on expressions, including program variables, rather than operating directly on
val. It is a technical point that can be ignored for a first understanding of this
example, but it is crucial for making HOSL work in a stack-based language.
Details are in Section 3.2.

The type of T refers to the Type universe hierarchy in Coq.

2.2 Method proxySet

Consider method proxySet from Figure 1. Operationally, calling proxySet(c, v)
does the same as calling c.set(v), and we seek a specification that reflects this.
It is crucial for modularity that proxySet can be specified and verified only once
and then used with any implementation of ICell that may be defined later. We
give it the following specification.

ProxySet_spec 2YC,T,R,g,s. ICell CT R g s —
Wt : T. ProxySet::proxySet(c,x) — {c: C ARct}{Rc (5t x)}

The assertion ¢ : C' means that the object referenced by c is of class C'. Thus,
the caller of proxySet can pass in an object reference of any class C as long as C
can be shown to satisfy ICell.

This specification is as powerful as that of set in ICell since it essentially for-
wards it. Any class that behaves Cell-like should be able to encode the behaviour
of its set method by a suitable choice of R and s. We will see in Section 2.6 that
it, for instance, is possible to pass in a Recell and deduce how proxySet affects
its backup value.
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2.3 Class Cell

A Java implementation of Cell can be found in Figure 1. We model constructors
as static methods that allocate the object before running the initialisation code
and return the allocated object, which is what happens in the absence of class-
to-class inheritance.

We give class Cell the following specification, which is a conjunction of what
we will call an interface specification and a class specification. These correspond
respectively to the dynamic and static specifications in [14].

Cell_spec = ARcen. 1Cell Cell val Roen (M. v) (AL, v. v) A Cell_class Rcen
where
Cell_class = ARcen : val — val — UPred(heap).
Cell::new() — {true}_{Jv. Reen this v} A
(Vv. Cell::get(this) — {]?c?u this v}_{r. 1?0?11 thisv Ar=uv}) A
(Vv. Cell::set(this, x) — {ﬁ(—:e\n this v},{ﬁ(—;e\u this x})

The representation predicate Rce) is quantified such that its definition is visible
only while proving the specifications of Cell, thus hiding the internal representa-
tion of the class from clients [4,13].

It is crucial that Rcep is quantified outside both the class and the interface
specification such that the representation predicate is the same in the two. In
practice, a client will allocate a Cell by calling new, which establishes Rcq; later,
to model casting the object reference to its interface type, the client knows that
ICell holds for this same Rcel-

The specifications of get and set in Cell_class are identical to their counter-
parts in ICell when C, T, R, g, and s, are instantiated as in Cell_spec. In general,
the class specification can be more precise than the interface specification, sim-
ilarly to the dynamic and static specifications of [14].

To prove Cell_spec, the existential Rcep is chosen as Ac,v. c.value — v. We
can then show that Cell_class Rcen holds by verifying the method bodies of get,
set and init, and the correctness of get and set can be used as a lemma in proving
the interface specification. In this way, each method body is verified only once.

2.4 Interface IRecell

To show the analogy to interface inheritance at the specification level, we ex-
amine an interface for classes that behave Recell-like. The Java code for that is
IRecell in Figure 1. The specification corresponding to this interface follows the
same pattern as ICell:

IRecell = \C': classname. AT : Type. AR :wval — T — UPred(heap).
Ag:T —wval. As:T —wval >T. Iu:T—=T.
ICellC T R g s A (4)
(Vt : T. C::undo(this) — {R this t}_{R this (u t)}) A (5)
(V0. g (u (st o)) =gt) (6)
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Notice that interface extension is modelled by referring to ICell in (4). We
do not have to respecify get and set since they were already general enough in
ICell due to it being parametric in g and s. Note how equation (6) specifies the
abstract behaviour of undo via g and s.

There is a pattern to how we construct a specification-logic interface predicate
from a Java interface declaration. For each method m(zy,...,z,), we add a
parameter f,, : T — val™ — (val x T'). The product (val x T') can be replaced
with just wal or T if the method should have no side effects or no return value,
respectively. We then add a method specification of the form:

Vvt : T. C:m(p) — {R this t}{r. R this (r3 (fm ) Ar=m1 (fm p 1)}-

2.5 Class Recell

The specification of class Recell follows the same pattern as with Cell:

Recell_spec = FRRecen : val — val — val — UPred(heap).

IRecell Recell (val x val) R g s u A Recell_class Rrecell
where R = MAthis, (v,b). Rrecen this v b, g = Av,b). v,
s = Auw,b), 0. (v, 0), u = A(v,b). (b,b),

and Recell_class is defined analogously to Cell_class.

2.6 Class World

The correctness of the above specifications only matters if it enables client code
to instantiate and use the classes. The client code in World demonstrates this:

class World {
static Cell make() {
Recell r = new Recell();
r.set(5);
ProxySet::proxySet(r, 3);
r.undo();
return r;

}

The body of make demonstrates the use of proxySet. Operationally, it should
be clear that r has the value 3 and the backup value 5 after the call to proxySet.
This can also be proved in our logic despite using a specification of proxySet that
was verified without knowledge of Recell and its backup field.

Upon returning from make, we choose to forget that the returned object is
really a Recell, upcasting it to ICell. Its precise class is not needed by the caller,
main, which only needs to know that the returned object will return 5 from get.

We capture the interaction between these two methods with the following
specification, in which Funl : spec — UPred(heap) injects the specification logic

static void main() {
ICell ¢ = World::make();
assert c.get() == 5;
}
}



Verifying object-oriented programs with higher-order separation logic in Coq 21

into the logic of propositions over heaps, thus generalising the concept of nested
triples. Section 3.5 describes Funl in more detail.

World_spec = World::main() + {true} {true} A

World::make() {true}{ 3. RrtANgt=5Ar:C

r.3C,T,R.g,s. Funl (ICell CT R g s) /\}

The make method is specified to return an object whose class C' is unknown,
but we know that C satisfies ICell.

This pattern of returning an object of an unknown type that satisfies a par-
ticular specification often comes up in object-oriented programming: think of
the method on a collection that returns an iterator, for example. The essence
of this pattern is to have a parametrised specification S : classname — spec
and a method specified as D:m() — {true}{r. 3C. r : C A Punl (S O} A
more straightforward alternative to such a specification — one that does not re-
quire an embedding of the specification logic in the assertion logic — would be
aC. S C A Dzm() — {true}{r. r : C'}. However, this restricts the body of m
to only being able to return objects of one class. The method body cannot, for
example, choose at run time to return either a C; or a Cy, where both C7 and
Cs satisfy S. We find that the most elegant way to allow the method body to
make such a choice is to embed the specification in the postcondition.

Using the notion of validity from Definition 5 in Section 3.4 we can now prove
that the whole program will behave according to specification:

Theorem 1. (ProxzySet_spec A Cell_spec N Recell_spec N World_spec) is valid.

3 Abstract representation

The core of our system is designed to be language independent. To allow for dif-
ferent memory models, we adopt the notion of separation algebras from Calcagno
et al. [6]; we can then instantiate an assertion logic with any separation algebra
suitable for the problem at hand. Commands are modelled as relations on the
program state, which in turn consists of a mutable stack and a heap. Finally, we
define an expressive specification logic that can be used to reason about semantic
commands.

We use set-theoretic notation to describe our formalisation as this makes the
theories easier to read; in Coq we model these sets as functions into Prop, which
is the sort of propositions in Coq.

3.1 Uniform predicates

Definition 1 (Separation algebra). A separation algebra is a partial, can-
cellative, commutative monoid (X, o, 1) where X is the carrier, o is the monoid
operator, and 1 is the unit element.
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Intuitively, X' can be thought of as a type of heaps, and the o-operator as
composition of disjoint heaps. Hence we refer to the elements of X' as heaps.
Two heaps are compatible, written hy # hs if hy o hy is defined. A heap hy is a
subheap of a ho, written hy C hg, if there exists an hz such that hs = hy o hs.
We will commonly refer to a separation algebra by its carrier X.

A uniform predicate [5] over a separation algebra is a predicate on heaps and
natural numbers; it is upwards closed in the heaps and downwards closed in the
natural numbers.

UPred(%) 2 {p C ¥ x N |VYg,m.VYh D g.Vn <m. (g,m) € p— (h,n) €p)}

The upward closure in heaps ensures that we have an intuitionistic separation
logic as is desirable for garbage-collected languages.
The natural numbers are used to connect the uniform predicates with the
step-indexed specification logic — this connection will be covered in Section 3.5.
We define the standard connectives for the uniform predicates as in [5]:

true £ X x N false = 0
pAg = png pVqg = pUg
Ve:U. f £ Nl Jr:U f £ Uppfe
p—q 2 {(h,n)|VYg D h.Ym <n.(g,m) €p— (g,m) € q}
pxq 2 {(hiohg,n) | h1#hy A (h1,n) € pA (he,n) € ¢}
p—+q 2 {(h,n)]|Ym <n. Vhi#h. (hy,m) €p— (hohy,m) € ¢}

For the quantifiers, U is of type Type, i.e. the sort of types in Coq, and f is any
Coq function from U to UPred(X). This allows us to quantify over any member
of Type in Coq.

3.2 Stacks

Stacks are functions from variable names to values: stack = var — val.

Two stacks are said to agree on a set V' of variables if they assign the same
value to all members of V: s >~y s’ 2 Ve € V. s ¢ = §' x. In order to define
operators that take values from the stack as arguments we introduce the notion
of a stack monad. This approach is similar to that of Varming and Birkedal [20].

sm T 2 {(f : stack - T, V : P(var)) | Vs,s. s~y s’ = fs=fs'}
Intuitively, V is an over-approximation of the free program variables in f. For
any m = (f,V) € sm T, we write m s to mean f s and fv m to mean V.

Theorem 2. sm is a monad with return operation Az : T. ((A_. z),0) and bind
operation Am : sm T. A\f : T — sm U. ((As. f (m s) s), fo mUU,erfo (f1)).

We use the stack monad to model expressions (which can be evaluated to
values using data from the stack), pure assertions (that represent logical proposi-
tions that are evaluated without using the heap), and assertions (that represent
logical propositions that are evaluated using both the heap and the stack).

expr = sm val pure = sm Prop asn(X) & sm UPred(X)
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We create an assertion logic by lifting all connectives from UPred(X) into
asn(X). The definitions and properties of the liftings follow from the fact that
sm is a monad (Theorem 2).We prove that both the uniform predicates and the
assertions model separation logic [3].

Theorem 3. For any separation algebra X, UPred(X) and asn(X) are complete
Bl-algebras.

The stack monad is also used for the lifting operator fthat was introduced in
Section 2.1. The operator takes a function f, and returns a function f where any
argument type T that is passed to f is replaced with sm T', and any return type
U with sm U. As an example, the representation predicate R in the specification
for ICell, which has type val — T — UPred(heap), is lifted to R in the assertion-
logic formulas of the specification. The resulting type for Ris sm val — sm T —
sm UPred(heap), i.e. expr — sm T — asn(heap).

We have to make this lifting explicit in specifications because it restricts
how program variables behave under substitution. We have that (f e)[e’/z] =
7 (e[ /z]) for any f : val — UPred(X), but it is not the case that (g e)[¢//z] =
g (e[e’/x]) for any ¢ : expr — asn(X) because g e may have more free program
variables than those appearing in e, whereas f e cannot, by construction. To
make HOSL useful in a stack-based language, where such substitutions are com-
monplace, we therefore typically quantify over functions into UPred(X) that we
then lift to asn(X) where needed.

3.3 Semantic commands

To obtain a language-independent core, we model commands as indexed relations
on program states (each consisting of a stack and a heap) — a semantic command
will relate, in a certain number of steps, a state either to another state or to an
error. The only requirements we impose on these commands are that they do
not relate to anything in zero steps, and that they satisfy a frame property
that will allow us to infer a frame-rule for all semantic commands. Intuitively,
the semantic commands can be seen as abstractions of rules of a step-indexed
big-step operational semantics. More formally, we have the following definitions.

Definition 2 (pre-command). A pre-command ¢ relates an initial state to
either a terminal state or the special err state:

precmd = P(stack x X x ((stack x X) w {err}) x N)
We write (s, h,¢) ~™ x to mean that (s,h,x,n) € é.
Definition 3 (Frame property). A pre-command é has the frame property in

case the following holds. If (s,hi,¢) ™ err and (s, hy o ha,C) ~"™ (s',h') then
there exists hy such that h' = hY o hy and (s, hy,¢) ~™ (s',h}).
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Definition 4 (Semantic command). A semantic command satisfies the frame
property and does not evaluate to anything in zero steps.

sememd 2 {¢ € precmd | é has the frame property AVs, h,x. (s, h,¢) 4° x}

To facilitate the encoding of imperative programming languages in our frame-
work, we create the following semantic commands that can be used as building
blocks for that purpose. These commands are similar to the ones found in [6].

id seq ¢1 G ¢+ éo ¢* assume P check P

Intuitively, these semantic commands are defined as follows: The id-command
is the identity command — it does nothing; the seq-command executes two com-
mands in sequence; the +-operator nondeterministically executes one of two
commands; the *-command executes a command an arbitrary amount of times;
the assume-command assumes a pure assertion that can be used to prove cor-
rectness of future commands; the check-command works like the id-command
as long as a pure assertion can be inferred. Recall that pure assertions are logical
formulas that are evaluated without using the heap.

*

Theorem 4. id, seq, +, *, assume, and check are semantic commands.

3.4 Specification logic

With the assertion logic and the semantic commands in place, we can define
the specification logic. Semantically, a specification is a downwards-closed set of
natural numbers; this allows us to reason about (mutually) recursive programs
via step-indexing.

specé{SQN|Vm,n.m§n/\neS—>mES}

The set spec is a complete Heyting algebra under the subset ordering, i.e.,
logical entailment (=) is modelled as subset inclusion. Hence a specification S
is walid if S = N.

Given assertions P and (), and semantic command ¢, we define a Hoare triple
specification:

{P}e{Q} = {n|Vm < n.Vk <m. Vs, h. (h,m) € Ps— (s,h,¢é) »F err A
VI s (8,h,¢) ~F (s, h') — (W, m—k) € Q s'}

A program is proved correct by proving that its specification is valid:

Definition 5. A specification is valid, written = S, when true = S.

3.5 Connecting the assertion logic with the specification logic

We define an embedding of the specification logic into the assertion logic as
follows:
Funl : spec — UPred(X) 2 \S. X x S.
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Lemma 1. Funl is monotone, preserves implication, and has a left and a right
adjoint, when spec and UPred(X) are treated as poset categories.

From the second part of this lemma it follows that Funl preserves both finite
and infinite conjunctions and disjunctions, which entails that all specification
logic connectives are preserved by the translation.

3.6 Recursion

The specification connectives defined in the previous section are not enough for
our purposes. When proving a program correct (by proving a formula of the
form | S), it is commonplace that the proof of one part of specification in S
requires other parts of S — a typical example is recursive method calls, where
the specification of the method called must be available in the context during
its own verification. To accomplish this, we borrow the later operator (>) from
Godel-Lob logic (see [2]).

>S 2 {n+1|neS}u{o}

This operator can be used via the Lob rule, which allows us to do induction
on the step-indexes of the semantic commands.

I'AbSES 0el'=>0es8
res

In the inductive case >S5 is found on the left hand side of the turnstile and can
hence be used to prove S.

LOB

4 Instantiation to an object-oriented language

We define a Java-like language with syntax of programs P shown below. The
language is untyped and does not need syntax for interfaces; these exist in the
specification logic only.

We use a shallow embedding for expressions, which we denote with e, as
shown in Section 3.2.

P = C" f € (field names)
C == class C f* (m(Z){c; return e})*
¢ u=x:= allocC | x:=e | z:=y.f | x.f:=¢e | x:=y.m(e)

| x:=Cum(e) | skip | c1; co | if e then ¢; else ¢y
| while e do ¢ | assert e

In order to provide a concrete instance of the assertion logic, we construct a sep-
aration algebra of concrete heaps. The carrier set is heap = (ptr x field) = val,
with the values defined as the union of integers, Booleans and object references.
The partial composition hq o hy is defined as hq U hy if dom h; Ndom hy = 0;
otherwise the result is undefined. The unit of the algebra is the empty map,
emp. We denote this separation algebra (heap, o, emp) with heap. The points-to
predicate is defined as v.frsv' = {(h,n) | h 3 [(v, f) = v']}.
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C1 ~sem CAl C2 ~sem 62
——— SKIP-SEM ——— SEQ-SEM
skip ~eem id C1; C2 ~sem S€Q C1 Co

€ ~sem C

‘WHILE-SEM

while e do ¢ ~.m seq (seq (assume ¢) ¢)* (assume —e)

C1 ~sem C1 C2 ~sem C2

- — — IF-SEM
if e then c; else ¢z ~sm (seq (assume e) ¢1) + (seq (assume —e) é;

Fig. 2. The skip, sequential composition, conditional and loop cases of the semantics
relation

4.1 Semantics of the programming language

We define the semantics of the programming language commands by relating
them to semantic commands instantiated with heap as the separation algebra.
We write ¢ ~¢em ¢ to denote that the syntactic command c is related to the
semantic command ¢. The ~g, relation can be thought of as a function; it is
defined as a relation only because this was more straightforward in Coq.

The commands skip, ;, if, and while can be related directly to composites
of the general semantic commands, defined in Section 3.3. The definition of ~¢em
for these commands can be found in Figure 2. For the remaining commands,
new semantic commands must be created.

In particular, for method calls, we define a semantic command

call z C::m(e) with ¢ ¢é

that, intuitively, calls method m of class C' with arguments € and assigns the
return value to x; the command c is the method body, and ¢ is its corresponding
semantic command. This semantic command works uniformly for both static and
dynamic methods, since in the dynamic case we can pass the object reference as
an additional argument. The definition of this semantic command is shown in
Figure 3. The definition makes use of a predicate

C:m(p){c;return r} € P

which holds in case method m in class C' has parameters p and method body
¢ in program P. The program parameter P has been left implicit in the other
rules. The notation [p — (& s)] denotes a finite map that associates each p in p
with the e at the corresponding position in e evaluated in stack s.

The requirement that the method body is related to the semantic command
is not enforced by the construction of the semantic command, but rather by the
definition of ~g, for respectively static and dynamic method calls:

C ~sem C

SCALL-SEM
x := C::m(€) ~eem call  C::m(e) with ¢ é
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([P (€ 8)],h, &) ~" (s',h) C:m(p){c;return r} € P || = |e|

CALL
(s, h,call z C::m(€) with ¢ &) ~"T" (s[z + (r )], )

C:m(p){c;return r} ¢ P

(s, h,call z C::m(€) with ¢ é) ~" err

CALL-FaIL1

C:m(p){c;return r} € P |p| # e

CALL-FAIL2
(s, h,call z C::m(e) with ¢ é) ~' err

([p— (€ 9)],h,¢&) ~" err C:m(p){c;return r} € P || = |é|

(s, h,call z C::m(e) with ¢ ¢é) U -

CALL-FAIL3

Fig. 3. Semantic call commands.

C ~gem C y:C

- ~ DCALL-SEM
x = y.m(€) ~eem call x C::m(y, €) with ¢ ¢

4.2 Syntactic Hoare triples and the concrete assertion logic

Hoare triples for syntactic commands are defined in the following manner:
{P}c{Q} 2 Veé. ¢ ~eem ¢ — {P}{Q}.

From this definition we infer and prove sound Hoare rules for all commands of
our language. To define the rule for method calls we first define the predicate
that asserts the specification of methods, introduced in Section 2.1.

C:m(p) — {P}.{r. Q} 2 3c,e. wf(p,r, P,Q,c) A C:m(p){c;return e} € P
AN {P}re{Qle/rl},

where wf is a predicate to assert the following static properties: the method
parameter names do not clash; the pre- and postcondition do not use any stack
variables other than the method parameters and this (the postcondition may
also use the return variable); the method body does not modify the values of
the method parameters or this.

Selected proof rules for syntactic commands are shown in Figure 4. Note the
use of the later operator (>) in the method call rule; this means that this method
call rule will often be used in connection with the Lob rule.

Theorem 5. The rules in Figure 4 are sound with respect to the operational
semantics.
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'S S
= {Pyskip{P} {(PYer{Q} A {QYea{ BY F (PYes; ea{R}
{P Ae}er{Q} NP A —e}c2{Q} E {P}if e then ¢ else c2{Q} IF
WHILE Pre ASSERT
{P A e}c{P} |= {P}while e do ¢{P A —e} = {P}assert e{P}
E {true}z := alloc C{V"f € fields(C). x.f—null} Arroc
C(Ple = c(v Ploja] ha=eojall N oo ot = elofoe} " TE
Plry.frse READ
E {P}z :=y.f{3v. Plv/z] A x = e[v/z]}
I' EoCum(p) — {P}A{r. Q} [p| = |y, €|
C
Ty C A Ply.e/ille i= ym(@ 30 Qlasylofal, elofal/maly
I' E»Cum(p) = {P}{r. Q} p| = |e|
T E (Ple/alke = Com(@ (30, Qo elo/alfral} "
P+P Q' FQ Vz € fu R. ¢ does not modify x
CONSEQUENCE FRAME

{P'}e{Q'} = {P}e{Q} {P}e{Q} = {P* R}e{Q + R}

P-P Qr+Q foPCfuo P foQC fo@
C:m(p) = {P'}A{r. Q'} = Cum(p) = {P}{r. Q}

CONSEQUENCE-MSPEC

fo R C {thistUp

C:m(p) — {P}{r. Q} E C:m(p) — {P x R} _{r. Q x R} FrRAME-MSPEC

Fig. 4. Specification logic rules for syntactic Hoare triples

5 Related work

Formalisations of higher-order separation logic have been proposed before, e.g.
by Varming and Birkedal [20], who developed an Isabelle/HOL formalisation of
HOSL for partial correctness for a simple imperative language with first-order
mutually recursive procedures, using a denotational semantics of the program-
ming language, and by Preoteasa [15], who developed a PVS formalisation for
total correctness using a predicate-transformer semantics for a similar program-
ming language.

Parkinson and Bierman treated an extended version of the Cell-Recell exam-
ple in [14], improving upon their earlier work in [13]. Their approach is to tailor
the specification logic to build in a form of quantification over families of rep-
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resentation predicates following a fixed pattern determined by the inheritance
tree of the program. This construction is known as abstract predicate families
(APFs).

Where our logic allows quantification over a representation type 7', as used
in Section 2.1, APFs have a built-in notion of variable-arity predicates to achieve
same effect: representation predicates of a subclass can add parameters to the
representation predicate they inherit. Class Cell defines a two-parameter repre-
sentation predicate family Val, which is extended to three arguments in Recell.
A Recell r having value 2 and backup field 1 would be asserted as Val(r,2,1).
This assertion implies Val(r, 2), which in turn implies 3b. Val(r, 2, b) if it is known
that r is a Recell. Thus, casting to the two-argument representation predicate
that would be necessary for calling {Jv. Val(c,v)} proxySet(c,x) { Val(c,x)} will
lose any information about the backup field.

The logic of Parkinson and Bierman was extended by van Staden and Calcagno
[19] to handle multiple inheritance, abstract classes and controlled leaking of
facts about the abstract representation of either a single class or a class hier-
archy. Using the latter feature, we observe that their logic can also be used to
reason about the example in Section 2, by using parameters g and s to give a
precise specification of proxySet. Instead of being functions, g and s would be
abstract predicate families whose first argument would be an object reference
used only for selecting the correct member of the APF.

Compared to the logics based on abstract predicate families, our logic allows
families of not just predicates but also types, functions, class names or any other
type that can be quantified over in Coq. This gives us strong typing of logical
variables, and all this works without building it into the logic and requiring that
quantifications and proofs follow the shape of the inheritance tree.

6 Conclusion and Future Work

We have presented a Coq implementation of a generic framework for higher-order
separation logic. In this framework, instantiated with a simple object-oriented
language, we have shown how HOSL can be used to reason about interfaces and
interface inheritance.

Future work includes developing better support for automation via better
use of tactics. Our Coq proofs of example programs are cluttered with manual
reordering of the context because we do not yet have tactics to automate this. We
also plan to integrate the current tool with an Eclipse front-end that is currently
being researched within our project [10]. Moreover, we plan to use the tool for
formal verification of interesting data structures from the C5 collection library.

Although it is not necessary for the code we mostly want to verify, proper
support for class-to-class inheritance in both the logic and the design pattern
would enable more direct comparison with related work. It would also make our
Java subset more similar to actual Java.
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Formalized Verification of Snapshotable Trees:
Separation and Sharing
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Abstract. We use separation logic to specify and verify a Java program
that implements snapshotable search trees, fully formalizing the specifi-
cation and verification in the Coq proof assistant. We achieve local and
modular reasoning about a tree and its snapshots and their iterators, al-
though the implementation involves shared mutable heap data structures
with no separation or ownership relation between the various data.

The paper also introduces a series of four increasingly sophisticated im-
plementations and verifies the first one. The others are included as future
work and as a set of challenge problems for full functional specification
and verification, whether by separation logic or by other formalisms.

1 Introduction

This paper presents a family of realistic but compact challenge case studies
for modular software verification. We fully specified and verified the first case
study in Coq, using a domain-specific separation logic [10] and building upon
our higher-order separation logic [2]. As future work we plan to verify the other
implementations with the presented abstract interface specification. We believe
this is the first mechanical formalization of this approach to modular reason-
ing about implementations that use shared heap data with no separation or
ownership relation between the various data.

The family of case studies consists of a single interface specification for snap-
shotable trees, and four different implementations. A snapshotable tree is an
ordered binary tree that represents a set of items and supports taking readonly
snapshots of the set, in constant time, at the expense of slightly slower subsequent
updates to the tree. A snapshotable tree also supports iteration (enumeration)
over its items as do, e.g., the Java collection classes. The four implementations
of the snapshotable tree interface all involve shared heap data as well as increas-
ingly subtle uses of destructive heap update.

For practical purposes it is important that the same interface specification
can support verification of multiple implementations with varying degrees of in-
ternal sharing and destructive update. Moreover, the specification must accom-
modate any number of data structure (tree) instances, each having any number
of iterators and snapshots, each of which in turn can have any number of itera-
tors. Most importantly, we show how we can have local reasoning (a frame rule)
even though the tree and its snapshots share mutable heap data.
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We welcome other solutions to the specification and verification of this case
study; indeed R. Leino has already made one (unpublished) using Dafny [11].

The Java source code of the case studies of all four implementations and the
Coq source is available at http://www.itu.dk/people/hame/snapshots.tgz.

Section 2 presents the interface of the case study data structure, shows an
example use, and outlines four implementations. Section 3 gives a formal spec-
ification of the interface using separation logic and verifies the example code.
Sections 4 and 5 verify the first implementation.

2 Case Study: Snapshotable Trees

The case study is a simplified version of snapshotable treesets from the C5 col-
lection library [8].

2.1 Interface: Operations on Snapshotable Trees

Conceptually, a snapshot of a treeset is a readonly copy of the treeset. Subsequent
updates to the tree do not affect any of its snapshots, so one can update the
tree while iterating over a snapshot. Taking a snapshot must be a constant time
operation, but subsequent updates to the tree may be slower after a snapshot has
been taken. Implementations (Section 2.3) typically achieve this by making the
tree and its snapshots share parts of their representation, gradually unsharing
it as the tree gets updated, in a manner somewhat analogous to copy-on-write
memory management schemes in operating systems.

All tree and snapshot implementations implement the same ITree interface:

public interface ITree extends Iterable<Integer> {
public boolean contains(int x);
public boolean add(int x);
public ITree snapshot();
public Iterator<Integer> iterator();

}
These operations have the following effect:

— tree.contains(x) returns true if the item is in the tree, otherwise false.

— tree.add(x) adds the item to the tree and returns true if the item was not
already in the tree; otherwise does nothing and returns false.

— tree.snapshot () returns a readonly snapshot of the given tree. Updates to
the given tree will not affect the snapshot. A snapshot cannot be made from
a snapshot.

— tree.iterator () returns an iterator (also called enumerator, or stream) of
the tree’s items. Any number of iterators on a tree or snapshot may exist
at the same time. Modifying a tree will invalidate all iterators on that tree
(but not on its snapshots), so that the next operation on such an iterator
will throw ConcurrentModificationException.
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We include the somewhat complicated iterator () operation because it makes
the distinction between a tree and its snapshots completely clear: While it is
illegal to modify a tree while iterating over it, it is perfectly legal to modify
the tree while iterating over one of its snapshots. Also, this poses an additional
verification challenge when considering implementations with rebalancing (cases
A2B1 and A2B2 in Section 2.3) because tree.add(item) may rebalance the
tree in the middle of an iteration over a snapshot of the tree, and that should
be legal and not affect the iteration.

Note that for simplicity, items are here taken to be integers; using techniques
from [20] it is straightforward to extend our formal specification and verification
to handle a generic version of snapshotable trees.

2.2 Example Client Code

To show what can be done with snapshots and iterators (and not without),
consider this piece of client code. It creates a treeset t, adds three items to it,
creates a snapshot s of the tree, and then iterates over the snapshot’s three items
while adding new items (6 and 9) to the tree:

ITree t = new Tree();
t.add(2); t.add(1); t.add(3);
ITree s = t.snapshot();
Iterator<Integer> it = s.iterator();
boolean lc = it.hasNext();
while (1c) {
int x = it.next();
t.add(x * 3);
lc = it.hasNext();
}

2.3 Implementations of Snapshotable Trees

One may consider four implementations of treesets, spanned by two orthogonal
implementation features. First, the tree may be unbalanced (A1) or it may be
actively rebalanced (A2) to keep depth O(logn). Second, snapshots may be kept
persistent, that is, unaffected by tree updates, either by path copy persistence
(B1) or by node copy persistence (B2):

Without rebalancing|With rebalancing
Path copy persistence Al1B1 A2B1
Node copy persistence A1B2 A2B2

The implementation closest to that of the C5 library [8, section 13.10] is A2B2,
which is still somewhat simplified: only integer items, no comparer argument, no
update events, and so on. In this paper we formalize and verify only implemen-
tation A1B1; the verification of the more sophisticated implementations A1B2,
A2B1 and A2B2 will be addressed in future work.
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Nevertheless, for completeness and in the hope that others may consider
this verification challenge, we briefly discuss all four implementations and the
expected verification challenges here.

With path copy persistence (cases AxB1), adding an item to a tree will du-
plicate the path from the root to the added node, if this is necessary to avoid
modifying any snapshot of the tree. Thus an update will create O(d) new nodes
where d is the depth of the tree.

With node copy persistence (cases AxB2), each tree node has a spare child
reference. The first update to a node uses this spare reference, does not copy the
node and does not update its parent; the node remains shared between the tree
and its snapshots. Only the second update to a node copies it and updates its
parent. Thus an update does not replicate the entire path to the tree root; the
number of new nodes per update is amortized O(1). See Driscoll [6] or [8].

To implement ordered trees without rebalancing (cases A1By), we use a Node
class containing an item (here an integer) and left and right children; null is
used to indicate the absence of a child. A tree or snapshot contains a stamp
(indicating the “time” of the most recent update) and a reference to the root
Node object; null if the tree is empty.

To implement rebalancing of trees (cases A2By), we use left-leaning red-black
trees (LLRB) which encode 2-3 trees [1,19], instead of general red-black trees [7]
as in the C5 library. This reduces the number of rebalancing cases.

To implement iterators on a tree or snapshot we use a class Treelterator that
holds a reference to the underlying tree, a stamp (the creation “time” of the
iterator) and a stack of nodes. The stamp is used to detect subsequent updates
to the underlying tree, which will invalidate the iterator. Since snapshots cannot
be updated, their iterators are never invalidated. The iterator’s stack holds its
current state: for each node in the stack, the node’s own item and all items in
the right subtree have yet to be output by the iterator.

Case A1B1 = no rebalancing, path copy persistence In this implementation there
is shared data between a tree and its snapshots, but the shared data is not being
mutated because the entire path from the root to an added node gets replicated.
Hence no node reachable from the root of a snapshot, or from nodes in its
iterators’ stacks, can be affected by an update to the live tree; therefore no
operation on a snapshot can be affected by operations on the live tree. Although
this case is therefore the simplest case, it already contains many challenges in
finding a suitable specification for trees, snapshots and iterators, and in proving
the stack-based iterator implementation correct.

Case A2B1 = rebalancing, path copy persistence In this case there is potential
mutation of shared data, because the rebalancing rotations seem to be able to
affect nodes just off the fresh unshared path from a newly added node to the root.
This could adversely affect an iterator of a snapshot because a reference from
the iterator’s node stack might have its right child updated (by a rotation), thus
wrongly outputting the items of its right subtree twice or not at all. However,
this does not happen because the receiver of a rotation (to be moved down) is
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always a fresh node (we’re in case B1 = path copy persistence) and moreover we
consider only add operations (not remove), so the child being rotated (moved up)
is also a fresh node and thus not on the stack of any iterator — the rebalancing
was caused by this child being “too deep” in the tree. Hence if we were to
support remove as well, then perhaps the implementation of rotations needs to
be refined.

Case A1B2 = no rebalancing, node copy persistence In this case, there is muta-
tion of shared data not observable by the client. For example, a left-child update
to a tree node that is also part of a snapshot will move the snapshot’s left-child
value to the node’s extra reference field, and destructively update the left child as
required for the live tree. There should be no observable change to the snapshot,
despite the change to the data representing it. The basic reason for correctness
is that any snapshot involving an updated node will use the extra reference and
hence not see the update; this is true for nodes reachable from the root of a
snapshot as well as for nodes reachable from the stack of an iterator. When we
need to update a node whose extra reference is already in use, we leave the old
node alone and create a fresh copy of the node for use in the live tree; again,
existing snapshots and their iterators do not see the update.

Case A2B2 = rebalancing, node copy persistence In this case there is mutation
of shared data (due both to moving child fields to the extra reference in nodes,
and due to rotations), not observable for the client. Since the updates caused by
rotations are handled exactly like other updates, the correctness of rebalancing
with respect to iterators seems to be more straightforward than in case A2B1.

3 Abstract Specification and Client Code Verification

We use higher-order separation logic [18, 3] to specify and verify the snapshotable
tree data structure. We build on top of our intuitionistic formalization of HOSL
in Coq [2] with semantics for an untyped Java-like language.

To allow implementations to share data between a tree, its snapshots, and
iterators and still make it possible for clients to reason locally (to focus only
on a single tree / snapshot / iterator), we will use an idea from [10] (see also
the verification of Union-Find in [9]). The idea is to introduce an abstract pred-
icate, here named H, global to each tree data structure consisting of a single
tree, multiple snapshots, and multiple iterators. This abstract predicate H is
parameterized by a finite set of disjoint abstract structures. We have three kinds
of abstract structures: Tree, Snap, and Iter. The use of H enables a client of
our specification to consider each abstract structure to be separate or disjoint
from the rest of the abstract structures and thus the client can reason modu-
larly about client code using only those abstract structures she needs; the rest
can be framed out. Since the abstract predicate H is existentially quantified,
the client has no knowledge of how an implementation defines H (see [3, 16] for
more on abstract predicates in higher-order separation logic). The implementor



36 Hannes Mehnert, Filip Sieczkowski, Lars Birkedal, and Peter Sestoft

of the tree data structure has a global view on the tree with its snapshots and
iterators, and is able to define which parts of the abstract structures are shared
in the concrete heap. Section 4 defines H for the A1B1 case from Section 2.3.
The Tree abstract structure consists of a handle (reference) to the tree and
a model, which is an ordered finite set, containing the elements of the tree. The
Snap structure is similar to Tree. The Iter structure consists of a handle to
the iterator and a model, which is a list containing the remaining elements for
iteration. Because H is tree-global, exactly one Tree structure must be present
(“the tree”), while the number of Snap and Iter structures is not constrained.

3.1 Specification of the ITree Interface

We now present the formal abstract specification of the ITree interface informally
described in Section 2.1. The specification also contains five axioms, which are
useful for a client and obligations to an implementor of the interface. The specifi-
cation is parametrized over an implementation class C and the above-mentioned
predicate H, and each method specification is universally quantified over the
model 7, a finite set of integers and a finite set of abstract structures ¢.
interface ITree {

{H({Tree(this,7)} W)} contains(x) {ret =x € 7 A H({Tree(this, 7)} W)}

{H({Snap(this, 7)} W ¢)} contains(x) {ret =x € 7 A H({Snap(this,7)} W ¢)}

{H({Tree(this, 7)} W ¢)} add(x) {ret =x €7 ANH({Tree(this, {x}UT)} W)}

{H({Tree(this, 7)} W ¢)} snapshot() {H({Snap(ret,7)}Ww {Tree(this, )} $)}

{H({Snap(this,7)} W ¢)} iterator() {H ({Iter(ret,[r])

ret <: Iterator}

s

} W {Snap(this, 7)} W @) A

(a) H{Tree(t,7)}Wo)Ft:C
(b) H({Snap(s,7)} W) Fs:C
(c) T=17" ANH({Tree(t,7)} W) = H{Tree(t, ")} & ¢)
(d) H({Snap(s,7)} & ¢) = H(¢)
(e) H({Iter(it,a)} W o) - H(o)

}
These specifications can be read as follows:

— contains requires either a Snap or Tree structure (written as separate spec-
ifications) for the this handle and some set 7. The structure is unmodified
in the postcondition, and the return value ret is true if the item x is in the
set 7, otherwise false.

— add requires a Tree structure for the this handle and some set 7. The
postcondition states that the given item x is added to the set 7. The return
value indicates whether the tree was modified, which is the case if the item
was not already present in the set 7.

— snapshot requires a Tree structure for the this handle and some set 7. The
postcondition constructs a Snap structure for the returned handle ret and
the set 7. So the Tree and the Snap structure contain the same elements.

— iterator requires a Snap structure for the this handle and some set 7. The
postcondition constructs an Iter structure with the return handle and the
set 7 converted to an ordered list, written [r]. The returned handle conforms
(written <:) to the Iterator specification shown in Section 3.2.
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The five axioms state that (a) the static type of the tree is the given class C;
(b) the static type of a snapshot is C; (c¢) the model 7 of the tree can be replaced
by an equal model 7/ !; and we can forget about snapshots (d) and iterators (e).

In contrast to the description in Section 2.1 we leave iterators over the tree
for future work. We could use the ramification operator [10] to express that any
iterators over the tree become invalid when the tree is modified.

The abstract separation can be observed, e.g., in the specification of add:
it only modifies the model of the Tree structure and does not affect the rest of
the abstract structures (¢ is preserved in the postcondition). Hence the client
can reason about calls to add locally, independently of how many snapshots and
iterators there are.

In our Coq formalization we do not have any syntax for interfaces at the
specification logic level [2], but represent interfaces using Cog-level definitions.
Appendix A contains the formal representations (ITree, Iterator, Stack).

3.2 Iterator Specification

Our iterator specification is also parametrized over a class IC' and a predicate
H, and each method specification is universally quantified over a list of integers
«a and a finite set of abstract structures ¢.
interface Iterator<Integer> {
{H({Iter(this,a)} W ¢)} hasNext () {ret = (|a| # 0) A H({Iter(this,a)} W ¢) }
{H({Iter(this,z :: @)} W¢)} next ) {ret = A H({Iter(this,a)} W o)}
}

The specification of the Iterator interface requires an Iter structure with the
this handle and some list a. The return value of the method hasNext captures
whether the list a is non-empty. The Iter structure in the postcondition is not
modified. The method next requires an Iter structure with a non-empty list
(z :: @). The list head is returned and the model of the Iter structure is updated
to the remainder of the list.

3.3 Client Code Verification

To verify the client code from Section 2.2 we assume we are given a class C
such that ITree C' H holds for some H and then verify the client code under the
precondition {H ({Tree(t,{})}}.

Figure 1 gives a step-by-step proof of the client code from Section 2.2, with
client code lines to the left and their postconditions to the right.

After inserting some items (line 1) to the tree, the model contains these items,
{1, 2, 3}. In line 2, a snapshot s of the tree t is created. The invariant H now
consists of the Tree structure and a Snap structure containing the same elements.
For the client the abstract structures are disjoint, but in an implementation, they
will be realized using sharing. Indeed, for the A1B1 implementation, the concrete

! This is explicit for technical reasons: in our implementation H is defined inside a
monad [2], and the client should not have to discharge obligations inside the monad.
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1: t.add(2);t.add(1);t.2dd(3); {H({Tree(t,{1,2,3})})}
2: ITree s = t.snapshot O; {H({Tree(t,{1,2,3})} W {Snap(s,{1,2,3H})}
3: Iterator<Integer> it = {H({Tree(t,{1,2,3})} @ {Snap(s,{1,2,3})}

&

s.iterator(); {Iter(it,[1,2,3)})}

4: boolean 1lc = {1c = true A H({Tree(t,{1,2,3})} W
it.hasNext(); {Snap(s,{1,2,3})} w {Iter(it,[1,2,3))})}

5: while (1c¢) { invariant: Ja,f.0@Q8 = [1,2,3] A 1lc = (||

@& Y

0) N H({Tree(t,{1,2,3} U {3z]z € «a}))}
{Snap(s,{1,2,3})} W {Iter(it, B)})

6: int x = it.next(); {a@3 = [1,2,3] Alc = (B # 0 AB
x = B AN H{Tree(t,{1,2,3} U {32]z € a})} W
{Snap(s,{1,2,3})} w{lter(it, 3" )})}

7 t.add(x * 3); {a@8 = [1,2,3] A1lc = (8] # 0) A
B N H({Tree(t,{1,2,3} U {3z]z € a}
{Snap(s,{1,2,3})} W {Iter(it, 6’)})}

8: 1lc = it.hasNext(); {a@B = [1,2,3) A1lc = (|f] # O)AB = x =
B N H{Tree(t,{1,2,3} U {3z]z € a} U {3x})} @
{Snap(s,{1,2,3})} W {Iter(it, 6’)})}

9: } {H({Tree(t,{1,2,3,6,9})} w {Snap(s, {1,2,3})}) }

B = x =
U {3x})} W

Fig. 1. Client code verification

heap will be as shown in Figure 2, where all the nodes are shared between the
tree and the snapshot.

In line 3 an iterator it over the snapshot s is created. To apply the call rule of
the iterator method, only the Snap structure is taken into account, the rest (the
Tree structure) is framed out inside of H (via appropriate instantiation of ¢ in the
iterator specification). The result is that an Iter structure is constructed, whose
model contains the same values as the model of the snapshot, but converted to
an ordered list. We introduce the loop condition lc in line 4, and again use
abstract framing to call hasNext.

Lines 5-9 contain a while loop with loop condition lc. The loop invariant
splits the iteration list [1,2, 3] into the list « containing the elements already
iterated over and the list 5 containing the remainder. The loop variable lc is
false iff B is the empty list. The invariant H contains the Tree structure whose
model is the initial set {1, 2, 3} joined with the set of the elements of «, each
multiplied by 3. H also contains the Iter and the Snap structures.

We omit detailed explanation of the remaining lines of verification.

Note that in the final postcondition, the client sees two disjoint structures
(axiom (e) is used to forget the empty iterator), but in the A1B1 implementation,
the concrete heap will involve sharing, as shown in Figure 3. Only the left subtree
is shared by the tree and the snapshot; the root and right subtree were unshared
by the first call to add in the loop.

In summary, we have shown the following theorem, which says that given
any H and any classes C' and IC satisfying the ITree and Iterator interface
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t.root s.root,

Fig. 2. Heap after snapshot construction

Fig. 3. Live heap after loop

specifications, the client code satisfies its specification. The postcondition states
that snapshot s contains 1, 2 and 3, and tree t contains additionally 6 and 9.

Theorem 1. VHNCNIC.ITree C H A Iterator IC H
F{H({Tree(t,{})})} client_code {H({Tree(t,{1,2,3,6,9}) }w{Snap(s, {1,2,3}))}

4 Implementation A1B1

In this section we show the partial correctness verification of the A1B1 imple-
mentation with respect to the abstract specification from the previous section.
This involves defining a concrete H and showing that the methods satisfy the
required specifications for this concrete H. The development has been formally
verified in Coq (as has the client program verification above).

The Coq formalization uses a shallow embedding of higher-order separation
logic, developed for verification of OO programs using interfaces. See [2].

Invariant H is radically different depending on whether snapshots of the tree
are present or not. The reason is that method add mutates the existing tree if
there are no snapshots present, see Section 5 for details. Here we focus on the
case where snapshots are present.

The A1B1Tree class stores its data in three fields: the root node, a boolean
field isSnapshot, indicating whether it is a snapshot, and a field hasSnapshot,
indicating whether it has snapshots. The stamp field mentioned in Section 2.3
is only required for iterators over the tree and so not further discussed here.

The Node class is a nested class of the A1B1Tree with three fields, item
containing its value, and a handle to the right (rght) and left (1eft) subtree.

In the following we use standard separation logic connectives, in particular
the separating conjunction * and the points to predicate .

We now define our concrete H and also the realization of the abstract struc-
tures. We first explain the realization of Tree and Snap; the Iter structure is
described in Section 4.1. Recall that ¢ ranges over finite sets of abstract struc-
tures (Tree, Snap, Iter), with exactly one Tree structure, and recall that H, given
a ¢, returns a separation logic predicate. The definition of H is:

H(¢) 2 Jo.wf(o) Aheap(a) * o F ¢
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Here o is a finite map of type ptr — ptr x Z x ptr, with ptr being the type of
Java pointers (handles), corresponding to the Node class. The map o must be
well-formed (pure predicate w (o)), which simply means that all pointers in the
codomain of o are either null or in the domain of o.

The heap function maps o to a separation logic predicate, which describes
the realization of ¢ as a linked structure in the concrete heap, starting with T:

heap(c) £ fold (Ap n Q. match n with (pl,v,pr) =
p.-left —» pl * p.item— v * p.rght—pr x Q) T o

Finally, we present the definition of o F ¢ (we defer the definition of o F
{Iter(_, )} to the following subsection):

CEQUYECED x cFEY
o E {Tree(ptr,7)} = Ip.Node(o,p, ) A ptr.Toot > p *
ptr.isSnapshot — false * ptr.hasSnapshot — true
o E {Snap(ptr,7)} = Ip.Node(o,p, T) A ptr.root — p *
ptr.isSnapshot — true * ptr.hasSnapshot — false

The spatial structure of all the nodes is covered by heap(o) so o F ¢ just
needs to describe the additional heap taken up by Tree, Snap, and Iter structures.

The pure Node predicate is defined inductively on 7 below. It is used to
express that 7 is the finite set of items reachable from p in o.

Node(o,p,7) £ (p=null AT = {})V
(p € dom(o) A3Jpl,v,pr. o[p] = (pl,v,pr) A
I, mr =1 U{v} U A
Ve em.xz<v)AVr €Trr>0v) A
Node(o,pl,7) A Node(o, pr, 7))

The sortedness constraint (a strict total order) in the Node predicate enforces
implicitly that o has the right shape: o cannot contain cycles and the left and
right subtrees must be disjoint. The set 7 is split into three sets, one with strictly
smaller elements (7;), the singleton v and with strictly bigger elements (7).

4.1 TIterator

The Treelterator class implements the Iterator interface. It contains a single
field, context, which is a stack of Node objects.

The constructor of the Treelterator pushes all nodes on the leftmost path
of the tree onto the stack. The method next pops the top node from the stack
and returns the value held in that node. Before returning, it pushes the leftmost
path of the node’s right subtree (if any) onto the stack. The method hasNext
returns true if and only if the stack is empty.

The verification of the iterator depends on the following specification of a
stack class, generic in C'. The specification is parametrized over a representation
type T and existentially over a representation predicate SR (of type classname —
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(val = T — HeapAsn) — val — T* — HeapAsn). The second argument is the
predicate P (of type val — T — HeapAsn) , which holds for every stack element.
This specification is kept in the style of [17], although we use a different logic.
class Stack<C> {

T new() SR C P ret nil

SR C P this « empty () ret = (o = nil) ASR C P this «

SR C P this ax PxtAx:C push(x) SR C P this (t:: a)

SR C P this (¢t «) pop() Prett *SRC P this «

SR C P this (¢t «) peek() Prettx(Vu.Pretu -+ SRC P this (u:: «a))
(&) PvitF P vt = SRCPvakFSRCP va

}

For the purpose of specifying the iterators over snapshotable trees, we instan-
tiate the type T with Z*; the model of a node on the stack is a list of integers.
Intuitively, this list corresponds to the node value and the element list of its right
subtree. The iterator is modelled as a list that is equal to the concatenation of
the elements of the stack. We also require that the topmost element of the stack
is nonempty (if present). This intuition is formalized in the interpretation of the
Iter structure, where SR is a representation predicate of a stack:

o E {Iter(p,a)} £ 3st. p.context +— st * 3IB.stack_inv(B,a)A
SR Node (NS o) st §.

To make this definition complete, we provide the definitions of stack_inv,
which connects the representation of the stack with the representation of the
iterator, and the definition of the N.S predicate.

T iff xss = nil

x5 # nil iff xss = s :: w85’

stack_inv(zss,ys) = ys = concat(zss) A {

NS o node a 2 Node(o,node, 7) A o = [{z € 7|z > node.iten}]

These definitions, along with an assumption that SR is the representa-
tion predicate of Stack (i.e., fulfills all the method specifications and axioms
of Stack_spec) suffice to show the correctness of Iter-dependent methods. The
axiom present in Stack_spec is needed to preserve iterators if some new memory
is added to o: it allows us to replace (NS o) with (NS ¢’) as a representation
predicate of stack objects under certain side conditions.

5 On the Verification of Implemented Code

We now give an intuitive description of how the A1B1 implementation was ver-
ified, given the concrete H defined above. We verified the complete implemen-
tation in Coq but only discuss the add method here. We used Kopitiam [13] to
transform the Java code into SimpleJava, the fragment represented in Coq.

Method add calls method addRecursive with the root node to insert the
item into the binary tree, respecting the ordering. Method addRecursive, shown
below, must handle several cases:
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— if there are no snapshots present, then
e if the item x is already in the tree, then the heap is not modified.
e if the item x is not in the tree, then a new node is allocated and destruc-
tively inserted into the tree.
— if there are snapshots present, then
e if the item x is already in the tree, then the heap is not modified.
e if the item x is not in the tree, then a new node is allocated and every
node on the path from the root to the added node is replicated, so that
the snapshots are unimpaired.

The implementation of addRecursive walks down the tree until a node with
the same value, or a leaf, is reached. It uses the call stack to remember the path
in the tree. If a node was added, either the entire path from the root to the
added node is duplicated (if snapshots are present) or the handles to the left or
right subtree are updated (happens destructively exactly once, the parent of the
added node updates its left or right handle, previously pointing to null):

Node addRecursive (Node node, int item, RefBool updated) {
Node res = node;
if (node == null) {
updated.value = true;
res = new Node(item);
} else {
if (item < node.item) {
Node newLeft = addRecursive(node.left, item, updated);
if (updated.value && this.hasSnapshot)
res = new Node(newLeft, node.item, node.rght);
else
node.left = newLeft;
} else if (node.item < item) {
Node newRght = addRecursive(node.rght, item, updated);
if (updated.value && this.hasSnapshot)
res = new Node(node.left, node.item, newRght) ;

else
node.rght = newRght;
} //else item == node.item so no update
3
return res;

}

We now show the pre- and postcondition of addRecursive for the two cases
where snapshots are present. If the item is already present in the tree, the pre-
and postcondition are equal:

{updated.value — false * this.hasSnapshot — true x
heap(o) * wf(o) A Node(o,node, ) Aitem € 7}
addRecursive(node, item, updated)
{updated.value — false * this.hasSnapshot — true x
heap(c) *ret = node}
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The postcondition in the case that the item is added to the tree extends the
map o to o', for which the heap layout and the well-formedness condition must
hold. The Node predicate uses ¢’ and the finite set is extended with item:

{updated.value — false * this.hasSnapshot — true *
heap(o) * wf(o) A Node(o,node, 7) Aitem & 7}
addRecursive(node, item, updated)
{updated.value — true * this.hasSnapshot — true
Jo’.0 C o’ A heap(a’) * wf(c') A Node(o',ret, {item} UT)}

The call to addRecursive inside of add is verified for each specification of
addRecursive independently.

To summarize Sections 4 and 5, we state the following theorem, which says
there exists an H that given a stack fulfilling the stack specification, the Treelt-
erator class meets the Iterator specification and the A1B1 class meets the ITree
specification, and the constructor for the A1B1Tree establishes the H predicate.

Theorem 2. 3H.Stack_spec - Iterator Treelterator H AN ITree A1B1 H A
{T} A1B1Tree() {H({Tree(ret,{})}}

The client code, independently verified, can be safely linked with the A1B1
implementation!

6 Related Work

Malecha and Morrisett [12] presented a formalization of a Ynot implementation
of B-trees with an iterator method. In their case, the iterator and the tree also
share data in the concrete heap. However, they can only reason about “single-
threaded” uses of trees and iterators: their specification of the iterator method
transforms the abstract tree predicate into an abstract iterator predicate, which
prohibits calling tree methods until the client turns the iterator back into a tree.
In our setup, we have one tree, but multiple snapshots and iterators, and the tree
can be updated after an iterator has been created. To permit sharing between
a tree and an iterator, Malecha and Morrisett use fractional permissions, where
we use the H predicate. They work in an axiomatic extension of Coq, whereas
our proofs are done in a shallowly embedded program logic, since our programs
are written in an existing programming language (Java).

Dinsdale-Young et al. [5] present another approach to reasoning about shared
data structures, which gives the client a fiction of disjointness. Roughly speaking,
they define a new abstract program logic for each module (they can be combined)
for abstract client reasoning. Their approach allows one to give a client specifi-
cation similar to ours, but without using the H and with the abstract structures
(Tree / Snap / Iter) being predicates in the (abstract) program logic. This has
the advantage that one can use ordinary framing for local reasoning.

Dinsdale-Young et al. [4] also presented an approach to reasoning about
sharing. Sharing can happen in certain regions, and the module implementor
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has to define a protocol that describes how data in the shared region can evolve.
What corresponds to our abstract structures can now be seen as separation logic
predicates and thus one can use ordinary framing for local reasoning.

In both approaches [5] and [4] the module implementor has more proof obli-
gations than in our approach: In [5] he must show that the abstract operations
satisfy some conditions related to the realization of the abstract structures in
the concrete heap. In [4] she must show related properties phrased in terms of
certain stability conditions.

Compared to the work of Dinsdale-Young et al., our approach has the advan-
tage that it is arguably simpler, with no need to introduce new separation (or
context) algebras for the modules. That is why we could build our formalization
on an implementation of standard separation logic in Coq.

Rustan Leino made a solution for a custom implementation of this data
structure (A1B1) using Dafny [11]. Dafny verifies that if a snapshot is present,
the nodes are shared and not mutated by the tree operations. His solution does
not (yet) verify the content of the tree, snapshots or iterators. Our verification
specifies the concrete heap layout. Dafny does not support abstract specification
due to the lack of inheritance. The trusted code base is different: Dafny relies
on Boogie, Z3 and the CLR, whereas our proof trusts Coq.

7 Conclusion and Future Work

We have presented snapshotable trees as a challenge for formalized modular
reasoning about mutable data structures that use sharing extensively, and given
an abstract specification of the ITree interface. Moreover, we have presented a
formalization of the A1B1 implementation of snapshotable trees.

The overall size of the formalization effort is roughly 5000 lines of Coq code
and it takes 2 hours to Qed the proofs. This is quite big compared to other
formalization efforts of imperative programs in Coq, such as Hoare Type Theory
/ Ynot [14, 15]. The main reason is that we are working in a shallowly embedded
program logic for a Java-like language, whereas Hoare Type Theory / Ynot is an
axiomatic extension of Coq. Thus our formalization includes both the operational
semantics of the Java subset and the soundness theorems for the program logic;
also, Java program variables cannot simply be represented by Coq variables.

We also plan to verify the even subtler implementations A1B2, A2B1 and
A2B2, which are expected to provide further insight into the challenges of deal-
ing with shared mutable data and unobservable state changes. Through those
more complex applications of separation logic we hope to learn more about de-
sirable tool support, including how to automate the “obvious” reasoning that
currently requires much thought and excessive amounts of proof code. Although
we have not formally verified these implementations yet, we are fairly certain
they would match the interface specification presented in Section 3. In all four
implementations the tree is conceptually separate from its snapshots, which is
the property required by the interface, and the invariant H allows us to describe
the heap layout very precisely, using techniques shown in Section 4.
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Finally, we would like to explore how to combine the advantages of our ap-

proach and those of Dinsdale-Young’s approach discussed above.
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A Appendix

We define here the ITree and the Iterator interface specification as Coq defini-
tions, as well as the Stack class. We use the name SPred for the finite set of
abstract structures containing exactly one Tree structure and any number of
Snap and Iter structures.

The notation f lifts the function f such that it operates on expressions rather
than values.

A detailed explanation of the notation and of lifting can be found in [2].

ITree & A\C': classname. A\H : Py (SPred) — HeapAsn.
(V7 : Ptin(Z). V¢ : Ptin(SPred). C::contains(this, x) —
{H ({Tree(this, )} & ¢)} {r. H({Tree(this, 7)} W) Ar = (x € 7)})
AT : Prin(Z). V¢ : Prin(SPred). C::contains(this, x) —
{H({Snap(this,7)} &1 ¢)}{r. H({Snap(this, 1)} ¥ ¢) Ax = (x € 7)})
AT : Prin(Z). V¢ : Prin(SPred). C::add(this, x) —
{H({Tree(this, 7)} ¥ ¢)} {r. H({Tree(this, {x} UT)} W) Ar = (x &7)})
AT : Prin(Z). V¢ : Prin(SPred). C::snapshot(this) —
{H({Tree(this, 7)} & ¢)}{r. H({Tree(this,7).Snap(r.7)} ¥ )})
A (YT : Pyin(Z). Yo : Pgin(SPred). C::iterator(this) —
{ﬁ({ga\p(this,ﬂ} W)} {r. IIC : classname. Iterator IC H A : ICA
H({Snap(this, 7). lter(r, [1])} & 6)})
A (Vv val. V7 Prin(Z). Y : Prin(SPred).
(H({Tree(v,7)} W¢) = v:C)A(H{Snap(v,7)} ¥ ¢) = v:C))
A(Yv :val. V7 Prin(Z). Yo : Pyin(SPred).
(H({Snap(v,7)} © ¢) F H(9)))
A (Vv :wal. Yo : Z°. N¢ : Pyin(SPred).
(H({Iter(v, )} © ¢) = H(¢)))
A (Vv val. V7,7 Prin(Z). Vo 2 Prin(SPred).
r=17 = (H{Tree(v,7)} W) H{Tree(v,7')} W ¢)))

Iterator £ XC': classname. NH : Ppin(SPred) — HeapAsn.
(Voo : Z*. V¢ : Pyin(SPred). C::hasNext(this) —
{H({lter(this,a)} W )} {r. H({lter(this,a)} W) Ar = (a # nil)})
ANz :Z. Vo : Z*. V¢ : Prin(SPred). C:next(this) —
{H({lter(this, z:0)} & ¢)} {r. H({lter(this,a)} W ¢) AT = z})
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Stack_spec & VT : Type.
3SR : classname — (val — T — HeapAsn) — val — T* — HeapAsn.
(VC : classname. VP : val — T — HeapAsn.
Stack:mew() — {T} {r. SRCPr nil}
A (Vo : T*. Stack::empty(this) —
{SR C P this a}{r. SR C P this a At = (a = nil)})
A (Vo : T*. ¥t : T. Stack::push(this,x) —
{@CPthis a*ﬁxt/\x:C},{S/’RC'Pthis (t:a)})
A (Vo : T*.Vt: T. Stack::pop(this, x) —
{SR C P this (t:: a)}{r. Pt t« SR C P this a})
A (Vo : T*. ¥t : T. Stack::peek(this,x) —
{S/'R C P this (t:: o)} {r. P r tx
(Vu:T. Pru-—x SR C P this (u:a)}))
A (YC': classname. VP, P' : val — T — HeapAsn.
(Vo:val. Vt:T. (Pvtk P ot) =
Yo :wval. Va: T*. (SRC Pvatk SRC P va))
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Abstract

Modern multiprocessors and mainstream concurrent programming
languages do not provide the strong sequentially consistent shared
memory that has been assumed by most work on program logics
for concurrent programs. Rather, they typically implement weak
memory models and the programmer can observe reorderings of
memory operations caused by the weak behavior. In particular, pro-
grammers have to reason about weak behavior when implement-
ing low-level efficient algorithms, e.g., synchronization primitives.
However, in practice, low-level algorithms are often implemented
in such a way that clients do not have to reason about weak behav-
ior; instead clients can pretend that they are working with a sequen-
tially consistent model.

In this paper we present a new program logic, iCAP-TSO, for
a TSO memory model. The logic supports formal reasoning at
both levels of abstraction that programmers use informally. Our
logic can be used to verify efficient low-level implementations of

libraries against specifications that provide clients with a fiction of

sequential consistency. Hence client-side reasoning can be done
as in earlier program logics that assumed a sequentially consistent
memory model.

1. Introduction

What? Modern multiprocessors and mainstream concurrent pro-
gramming languages do not provide the strong sequentially con-
sistent (SC) shared memory that has been assumed by most work
on program logics for concurrent programs. Rather, they typically
implement weak memory models with observable buffering and re-
orderings of memory operations. In the case of the Total Store Or-
der (TSO) memory model, each thread is connected to main mem-
ory via a FIFO store buffer that buffers writes before committing
them to main memory.

It is possible to extend existing program logics to a setting with
a TSO memory model by reasoning explicitly about these store
buffers. Ridge [14] defines a Rely-Guarantee-based program logic
for reasoning about x86-TSO assembly code and Wehrman [18] de-
fines a separation logic for a low-level language with a TSO mem-
ory model. Both of these logics can be used to reason about TSO
programs that exhibit racy behavior. Importantly, large classes of
programs (e.g., well-synchronized programs) only exhibit sequen-
tially consistent behavior. Intuitively, for most programs, explicit
reasoning about store buffers is thus unnecessary and if we are
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forced to reason about store buffers, we will never be able to scale
our techniques to realistic systems. Ridge’s and Wehrman’s log-
ics both suffer from this scalability issue, by requiring explicit rea-
soning about store buffers even for well-behaved clients. The main
challenge is thus to develop a program logic that supports simple
high-level reasoning for well-behaved clients and low-level reason-
ing about racy library implementations.

In this paper we present a new program logic, iCAP-TSO, for
a TSO memory model. This logic features two higher-order sepa-
ration logics, a TSO logic for reasoning about racy low-level code
and an SC logic with standard separation logic assertions and proof
rules for reasoning about well-behaved client code. Crucially, our
logic supports simple reasoning about programs that only exhibit
sequentially consistent behaviors despite using libraries with racy
implementations. Intuitively, these libraries provide clients with a
fiction of sequential consistency and our logic exploits this to sim-
plify reasoning about clients.

How? In the TSO memory model, each thread is connected to
main memory via a FIFO store buffer, modeled as a sequence of
(address, value) pairs, see, e.g., [15]. When a value is written to an
address, the write is recorded in the writing thread’s store buffer.
Threads can commit these buffered writes to main memory at any
point in time. When reading from a location, threads first consult
their own store buffer and only consult main memory if their own
store buffer does not contain a buffered write for the given location.
If it does, the thread reads the value of the last buffered write in its
own store buffer. Each thread thus has its own subjective view of
the current state of memory, which might differ from other threads.

In contrast, in a sequentially consistent memory model, threads
read and write directly to main memory and thus share an objec-
tive view of the current state of the memory. In separation logics
for languages with sequentially consistent memory models we thus
use assertions such as x — 1, which express an objective prop-
erty about the value of location x. Since in the TSO setting each
thread has a subjective view of the state, in order to preserve the
standard proof rules for reading and writing, we need a subjective
interpretation of pre- and postconditions.

In our SC logic we thus have specifications of the form

[Ple[r.Ql,

which express that if e is executed by thread ¢ from an initial state
that satisfies P from the point of view of t and e terminates with
value v, then the terminal state satisfies Q[v/r| from the point of
view of thread ¢. Informally, an assertion P holds from point of
view of a thread ¢ if P’s assertion about the heap hold from the
point of view of main memory and ¢’s store buffer and no other
thread’s store buffer contains pending writes to these parts of the
heap. In particular, x — v holds from the point of view of thread
t, if the value of x that ¢ can observe is v. We shall see that this
interpretation justifies the standard separation logic read and write
rules.
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What about transfer of resources? In separation logics for se-
quentially consistent memory models, assertions about resources
are objective and can thus be transferred freely. However, since as-
sertions in the SC logic are interpreted subjectively, they may not
hold from the point of view of other threads. Clearly, to transfer re-
sources between threads, their views of the resources must match.
In general, we thus cannot reason directly about code that facili-
tates resource transfer in the SC logic. To reason about such code,
we use the TSO logic, which allows us to reason about the com-
plete TSO machine state, including store buffers. Importantly, in
cases where the implementation that facilitates the resource trans-
fer between two threads does ensure that their views match, we can
verify the implementation against an SC specification! This gives
us a fiction of sequential consistency and allows us to reason about
clients using the SC logic.

Example. To illustrate, consider a simple spin-lock library with
acquire and release methods. We can specify the lock in the SC
logic as follows.

disLock, locked : Props. x Val — Propg..
VR : Propg.. stable(R) =
[R] Lock() [r. isLock(R, r)]
A [isLock(R, this)] Lock.acquire() [locked(R, this) = R]
A [locked(R, this) = R] Lock.release() [T]

A valid(Vx : Val. isLock(R, x) < isLock(R, x) * isLock(R, x))

A V¥x : Val. stable(isLock(R, x)) A stable(locked(R, x))

Here Propg_ is the type of propositions of the SC logic, and isLock
and locked are thus abstract representation predicates. isLock (R, x)
expresses that x is a lock protecting the resource invariant R and
locked(R, x) expresses that the lock x is indeed locked. Acquiring
the lock grants ownership of R, while releasing the lock requires
the client to relinquish ownership of R. Since the resource invari-
ant R is universally quantified, this is a very strong specification;
in particular, the client is free to instantiate R with any SC proposi-
tion. This specification requires the resource invariant to be stable,
stable(R). The reason is that R could in general refer to shared
resources and to reason about shared resources we need to ensure
we only use assertions that are closed under interference from the
environment. This is what stability expresses.

Note that this specification is expressed in the SC logic and the
specification of the acquire method thus grants ownership of the
resource R from the caller’s point of view. Likewise, the release
method only requires that R holds from the caller’s point of view.
This specification thus provides a fiction of sequential consistency,
by allowing transfer of SC resources. Crucially, since the lock
specification is an SC specification, we can reason about well-
synchronized clients entirely using the standard proof rules of the
SC logic. We illustrate this by verifying a shared bag in Section 3.

Using the TSO logic we can verify that an efficient spin-lock
implementation satisfies this specification. The spin-lock that we
verify is inspired by the Linux spin-lock implementation [1] which
allows the release to be buffered. To verify the implementation
we must prove that between releasing and acquiring the lock, the
releasing and acquiring threads’ views of the resource R match.
Intuitively, this is the case because if R holds from the point of
view of the releasing thread, once the buffered release makes it to
main memory, R holds objectively. This style of reasoning relies on
the ordering of buffered writes. To capture this style of reasoning,
we introduce a new operator in the TSO logic for expressing such
ordering dependencies. In Section 5 we illustrate how to use the
TSO logic to verify the spin-lock.
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Val 5 v = x|null|this|o|n|b]()

Exp>eu= v|letx =ejine; |if vthene; else e; | new C(V)

| v.f | vi.f := vz | v.m(V) | CAS(v1.f,v2,v3) | fork(v.m)

Figure 1. Syntax of the programming language. In the definition
of values, n ranges over machine integers, b over booleans, and
o over object references. In the definition of expressions, f ranges
over the field names, and m over the method names.

Technical Overview. While our proof system consists of two
logics, SC triples are in fact interpreted as TSO triples, through
an embedding that formalizes our subjective interpretation of SC
assertions. Soundness of the standard read and write rules in the
SC logic follow from this subjective interpretation. Soundness of
the standard structural rules in the SC logic follow from the fact
that this embedding is well-behaved with respect to the connectives
and quantifiers of the TSO logic (Lemma 2).

iCAP-TSO builds on iCAP [16], a recent extension of higher-
order separation logic [3] for modular reasoning about concurrent
higher-order programs with shared mutable state.

Summary of Contributions. We provide a new program logic,
iCAP-TSO, for a TSO memory model, which features:

e a novel logic for reasoning about low-level racy code on a
TSO memory model, called TSO logic; this logic features new
connectives for expressing ordering dependencies introduced
by store buffers

e a standard separation logic, called SC logic, that allows simple
reasoning from the perspective of a single thread

e and, importantly, a fiction of sequential consistency which al-
lows us to reason about ownership transfer within the SC logic

Moreover, we prove soundness of iCAP-TSO with respect to a
model. Using this logic we verify an efficient spin-lock implemen-
tation against an SC lock specification. Crucially, this means that
we can reason about well-synchronized clients entirely using stan-
dard separation logic proof rules!

Outline. In Section 2 we introduce the programming language
that we reason about and its operational semantics. Section 3 illus-
trates how the fiction of sequential consistency allows us to rea-
son about shared resources using standard separation logic. Sec-
tion 4 introduces the TSO logic and connectives introduced to rea-
son about store buffers. In Section 5 we illustrate the use of the
TSO logic to verify an efficient spin-lock. In Section 6 we discuss
the iCAP-TSO soundness theorem. Finally, in Sections 7 and 8 we
discuss related work and future work and conclude. Details and
proofs can be found in the accompanying technical report [12].

2. Language

We build our logic for a simple, class-based programming lan-
guage. For simplicity of both semantics and the logic, the language
uses let-bindings and expressions, but it stays relatively low-level
by ensuring that all the values are machine-word size. The val-
ues include variables, natural numbers, booleans, unit, object refer-
ences (pointers), the null pointer and the special variable this. The
expressions include values, let bindings, conditionals, constructor
and method calls, field reads and writes, atomic compare-and-swap
expression and a fork call. The syntax of values and expressions
is shown in Figure 1. The class and method definitions are stan-
dard and so omitted here; they can be found in the accompanying
technical report.

2013/11/28



Following the Views framework [7], the operational semantics
is split into two components: a thread-local small-step semantics
labeled with actions that occur during the step, and action semantics
that defines the effect of the action on the machine state — in
our case, the heap and the store buffer pool. In the thread-local
semantics, a thread, consisting of a thread identifier and expression
takes a single step of evaluation to a finite map of threads that
contains besides the original thread also the threads spawned by
this step. It also emits the action that describes the interaction with
the memory state. For instance, the WRITE rule in Figure 3 applies
when the expression associated with thread ¢ is an assignment
(possibly in some evaluation context). It reduces by replacing the
assignment with a unit value, and emits a write action that states
that thread ¢ wrote the value v to the field f of object o.

The non-fault memory state consists of a heap — a finite map
from pairs of an object reference and a field to semantic values
(i.e., all the values that are not variables) — and a store buffer
pool, which contains a sequence of buffered updates for each of
the finitely many thread identifiers. The memory can also be in a
fault state (written %), which means that an error in the execution
of the program has occurred. The action semantics interprets the
actions as functions from memory states to sets of memory states:
if it is impossible for the action to occur in the given state, the result
is an empty set; if, however, the action may occur in the given state
but it would be erroneous, the result is the fault state. Consider the
write action emitted by reducing an assignment. In Figure 4 we can
see the interpretation of the action: there are three distinct cases.
The action is successful if there is a store buffer associated with the
thread that emitted the action and the object is allocated in the heap,
and has the appropriate field. In this case, the write gets added to the
end of the buffer. However, the write action can have two additional
outcomes: if there is no store buffer associated with the thread in
the store buffer pool, the initial state had to be ill-formed, and so the
interpretation of the action is an empty set; however, if the thread is
defined, but the reference to the field o. f is not found in the heap,
the program is erroneous, and the interpretation of the action is a
fault state.

The state of a complete program consists of the thread pool and
a memory state, and is consistent if the memory state is a fault,
or the domain of the store buffer pool equals the domain of the
thread pool. The complete semantics proceeds by reducing one
of the threads using the thread-local semantics, then interpreting
the resulting action with the action semantics, and reducing to a
memory state in the resultant set, as in Figure 2. Note how in some
cases, notably read, this might require “guessing” the return value,
and checking that the guess was right using the action semantics.
Some of the cases of the semantics are written out in Figures 3
and 4. In particular, we show the reduction and action semantics
that correspond to the (nondeterministic) flushing of a store buffer:
a flush action can be emitted by a thread at any time, and the
action is interpreted by flushing the oldest buffered write to the
memory. Note also the rules for the compare-and-swap expression:
similarly to reading, the return value has to be guessed by the thread
local semantics. In the case when the guess does not match the
state of the memory, the result of the action semantics is empty
set, much like when reading. However, if the compare-and-swap
succeeds and the return value matches the outcome, the new value
is not just written to the store buffer: instead, the whole content of
the buffer, including the update resulting from compare-and-swap,
is written to main memory. Thus, this expression can serve as a
synchronization primitive.

Note that our operational semantics is relatively high-level with
respect to the canonical TSO semantics [15]. However, it exhibits
all the necessary weak behaviors of the TSO model, and as such
can serve as a vehicle for studying the problem.
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Figure 2. Single step evaluation of a thread pool.
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Figure 3. Selected cases of the thread-local operational semantics.

3. Reasoning in the SC logic

The SC logic of iCAP-TSO allows us to reason about well-behaved
code, using standard separation logic, without having to reason
about store buffers. Naturally, this class of well-behaved code in-
cludes standard mutable data structures without any sharing. We
can thus easily verify a list library in the SC logic against the stan-
dard separation logic specification as it enforces a unique owner.
Crucially, this class of well-behaved code also includes the large
class of well-synchronized programs with sharing. Using the lock
specification from the Introduction and the fiction of sequential
consistency that it provides, we illustrate how to verify a well-
synchronized program with sharing in the SC logic. In particular,
we verify a shared bag library implemented using a list protected
by a lock.

The SC logic. The SC logic is an intuitionistic higher-order sep-
aration logic. Recall that the SC logic features Hoare triples of
the form [P] e [r. Q], where P and Q are SC assertions. Formally,
SC assertions are terms of type Prop,.. SC assertions include the
usual connectives and quantifiers of higher-order separation logic
and language specific assertions such as points-to, x.f +— v, for
asserting the value of field f of object x.

Recall that SC triples employ a subjective interpretation of
the pre- and postcondition: [P] e [r. Q] expresses that if thread ¢
executes the expression e from an initial state where P holds from
the point of view of thread ¢ and e terminates with value v then
QIv/r] holds for the terminal state from the point of view of thread
t. An assertion P holds from the point of view of a thread ¢ if P’s
assertions about the heap hold from the point of view of ¢’s store
buffer and main memory and no other thread’s store buffer contains
a buffered write to these parts of the heap. The assertion x.f +— v
thus holds from the point of view of thread ¢ if

e the value of the most recently buffered write to x.f in ¢’s store
buffer is v

e or t’s store buffer does not contain any buffered writes to x.f
and the value of x.f in main memory is v

and no other threads store buffer contains a buffered write to x.f.
The condition that no other thread’s store buffer can contain a
buffered write to x.f ensures that flushing of store buffers cannot
invalidate x.f — v from the point of view of a given thread.

If x.f — v holds from the point of view of thread ¢ and thread
t attempts to read x.f it will thus read the value v either from main
memory or its own store buffer. Likewise, if x.f — v; holds from
the point of view of thread ¢ and thread ¢ writes v, to x.f, afterwards
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(h U)}
[read(t, o, f,v)](h,U)

{é} if (0, f) ¢ domh
{(h, Ut = U(2) - (0, f,v)])}
[write(t, o, f,v)](h,U) {@}
{(flush(h, U(t) - (0, f,vn)),
{(r,U)}
[[CCLS(t,O, /s Umvnﬂ")}](h,U {@}
[flush(t)](h,U) = @ ) = ol Ult = a])}

if (0, f) € dom h and lookup(o. f,
ift ¢ domU or (o, f) € dom h and lookup(o.f, U(t),h) # v

U(t),h) = v

if (0, f) € domh and t € dom U
if (0, f) € domh
ift ¢ domU

Ult —e])}

if (0, f) € dom h, r = true and lookup(o.f, U(t), h) = v,
if (o, f) € dom h, r = false and lookup(o. f, U(t), h) # v,
if (0, f) € domh

otherwise
ifU(t) = (o, f,v) -aand (o, f) € domh
ift € dom(U),U(t) =e¢,or (o, f) € domh

Figure 4. Selected cases of the action semantics. The lookup function finds the newest value associated with the field, including the store
buffer, while the flush function applies all the updates from the store buffer to the heap in order.

S-READ S-WRITE >([P1€() [r- Q) S-NEW
x.f = v xf[r.xfsvsr=yv] [x.f = vi] x.f := vz [r. x.f = vy] [P[v/X]] new C(V) [r. Q[V/X]]
y P . .R
>(P| Cm(3) - Q)) sony Pleln@  QielrRl va
[P[V/y,x/this] * x : C] x.m(V) [r. Q[v/¥,x/this]| [Plletx =erine; [r. R] [Tlv]r.r=yv]
PP . - P . table(R
! 2 [ 2] [r QQ} QRebFQ S-Cons [ ]e [r Q] St e( ) S-FRAME
[Pi]elr. Q] [PxR]e[r.Q*R]
Figure 5. Selected proof rules for the sequentially consistent logic.
x.f +— v2 holds from the point of view of thread ¢. We thus get the list specification in our SC logic as follows.
standard rules for reading and writing to a field in our SC logic )
(rules S-READ and S-WRITE in Figure 5.) st : VE_II x seq Val = Propgc.
The S-NEW and S-CALL rules are the object allocation and [T] List() [r. Ist(r,e)] A
method call rules of the SC logic. The assertion x : C expresses V1. [Ist(this, )] List.push(x) [Ist(this,x :: )] A
that x refers to an object of class C. The method call rule (S- VI Mst(this. |
CALL) thus allows us to reason about a call to a method m of - is ( is, 1)]
a class C. The later operator, written > in the premise of the S- List.pop()

CALL rule expresses that the given specification must hold one
step later. Among other things, these later operators internalizes
a notion of steps of evaluation. This allows us to reason about
mutually recursive methods using L6b induction. The later operator
goes back to Godel-Lob logic and has been used in several models
and logics for reasoning about higher-order code, e.g., [2, 11, 17].
Note the side condition that R is stable in the S-FRAME rule: this is
a requirement similar to the one we have seen in the specification
of the lock in the Introduction, and asserts that the interference of
the environment cannot invalidate the frame.

A list library. The standard separation logic specification for a list
library enforces a unique owner and thus ensures that the underly-
ing heap representation is not shared. We can express the standard
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r. (r = null x| = € x Ist(this, 1))
V (r = hd(l) = Ist(this, tail(1)))
Vx : Val. Vi, l2 € seq Val. valid(Ist(x, I1) * Ist(x, l2) = L)

Here Val is the type of values of our programming language and
seq Val the type of finite sequences with elements of type Val. The
Ist predicate is a representation predicate relating a mathematical
model of a list with its concrete heap representation. We use higher-
order quantification to existentially quantify the Ist predicate and
thus hide the internal data representation of implementations from
clients.

Consider the specification of the list constructor. Due to the
subjective interpretation of SC triples the constructor specification
expresses that if thread ¢ creates a new list, then there exists a new
list from the point of view of thread ¢. It says nothing about the
list from the point of view of other threads (other than that other
thread’s store buffers cannot contain buffered writes to the list).
Likewise, for the other methods: if the list contains the values |
from the point of view of thread ¢ and thread ¢ pushes an element x,
afterwards the list contains the values x :: | from the point of view
of t.

This specification also explicitly rules our sharing, by asserting
that Ist is non-duplicable. Due to this subjective interpretation and
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Bag {
Lock lock; List elms;

pop() {

let x = this.lock in let y = this.elms in
x.acquire(); let z = y.pop() in x.release(); z

Figure 6. Sketch of a shared bag implementation.

the lack of sharing, the verification of a linked-list implementation
against this specification is as in separation logic for sequentially
consistent memory models. We can instantiate the Ist representation
predicate with the usual definition and verify the implementation
using the usual proof rules.

We can thus reason about mutable data structures without any
sharing in the SC logic as if we were in standard separation logic.
However, the real power of our proof system comes from the fact
that we can still reason as in standard separation logic about sharing
of such lists through libraries that provide a fiction of sequential
consistency.

A shared bag. To illustrate, consider a shared bag implemented
using a list. Each shared bag maintains a list of elements and a
lock to ensure exclusive access to the list of elements. Each bag
method acquires the lock and calls the corresponding method of
the list library before releasing the lock. In Figure 6 we sketch an
implementation of a shared bag.

We take the following specification, which allows unrestricted
sharing of the bag, to be our specification of a shared bag. This is
not the most general specification we can express, but it suffices to
illustrate that verification of the shared bag against such specifica-
tions is standard. Since the specification allows unrestricted sharing
(the bag predicate is duplicable), no client can know the contents of
the bag; instead, the specification allows clients to associate owner-
ship of additional resources (expressed using the predicate P) with
each element in the bag.

Jbag : Val x (Val — Propg.) — Propgc.. VP : Val — Prop..
(¥x : Val. stable(P(x))) =
[T] Bag() Ir. bag(r, P)] A
[bag(this, P) « P(x)] Bag.push(x) [T] A
[bag(this, P)] Bag.pop() [r. (P(r) V r = null)] A
Vx : Val. valid(bag(x, P) < bag(x, P) * bag(x, P))

Pushing an element x thus requires the client to transfer ownership
of P(xz) to the bag. Likewise, either pop returns null or the client
receives ownership of the resources associated with the returned
element.

To verify the implementation against this specification, we first
have to define the abstract bag representation predicate. To define
bag we first need to define the resource invariant of the lock.
Intuitively, the lock owns the list of elements and the resources
associated with the elements currently in the list. This is expressed
by the following resource invariant Ryeq(x, P), where x refers to
the list of elements.

Rbag (X, P) 31 : seq Val. Ist(x, 1) * ®yecmemyP(y)
The bag predicate asserts read-only ownership of the lock and elms
fields, and that the lock field refers to a lock with the above resource
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pop() {
[bag(this, P)]
let x = this.lock in
let y = this.elms in
x.acquire();
[this.elms — y % locked (X, Rpag (P)) * Roag (P)]
let z = y.pop() in
[locked(x, Rbag(P)) * Rpag(P) * (z = null vV P(z))]
x.release();
[isLock(x, Rpag(P)) * (z = null vV P(z))]
z
[r. r =null v P(r)]

}

Figure 7. Proof outline of the bag Pop method.

invariant.

bag(x, P) £ Jy,z: Val. x.lock > y x x.elms > z
* isLock(y, Reag(z, P))

Now, we are ready to verify the bag methods. The most interesting
method is Pop, as it actually returns the resources associated with
the elements it returns. Figure 7 contains a proof outline of Pop. The
crucial thing to note is that from the specification of the lock, once
a thread t acquires the lock, it receives ownership of the resource
invariant Reag (P) from the point of view of t. This is exactly what
we need to use the SC specification of the List.pop method with the
S-CALL rule!

In general, we can thus reason about well-synchronized code
with sharing in the SC logic as in separation logics for sequentially
consistent memory models.

4. TSO logic and connectives

In this section we describe the TSO logic and introduce our new
TSO connectives that allow us to reason about the kinds of weak
behaviors that occur in low-level concurrency libraries.

We can express the configurations that lead to these weak be-
haviors by extending the space of states over which the assertions
are built — in the case of our TSO model, we include the store
buffer pool as an additional component of the memory state. How-
ever, reasoning about the buffers directly would be extremely com-
plicated and contrary to the spirit of program logics. Hence, we
introduce new logical connectives that help express these new con-
figurations in a useful, abstract manner, and provide appropriate
reasoning rules.

The triples and assertions of the TSO logic First, however, we
need to consider how the TSO logic is built. As mentioned in the
Introduction, its propositions extend the propositions of SC logic
by adding the store buffer pool component. Just like SC assertions,
this space forms a higher-order intuitionistic separation logic, with
the usual rules for reasoning about assertion entailment. However,
we are still reasoning about the code running in some thread and we
often need to state properties that hold of its — or other thread’s —
store buffer. Thus, formally, the typing rule for the TSO logic triples
is as follows:

P :Tld — Prop, Q : Tld — Val — Prop¢,
(P} e {Q} : Spec

where Tld is the type of thread identifiers and Spec is the type
of specifications. We usually keep this quantification over thread
identifiers implicit, by introducing appropriate syntactic sugar for
the TSO-level connectives. The logic also include another family
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Figure 8. Select rules of the TSO logic.

of Hoare triples, the atomic triples, with the following typing rule:

atomic(e)
P : Tld — Prop;s, Q : Tld — Val — Prop,

(P) e (Q)C : Spec

As the rule states, these triples can only be used to reason about
atomic expressions — read, write and compare-and-swap. This
feature is inherited from iCAP, as a means of reasoning about the
way the shared state changes at the atomic updates. We give an
example of such reasoning in Section 5.

Two spaces of assertions and the connection between them. As
mentioned in the Introduction, our proof system consists of two
logics, each with a corresponding space of assertions. To provide
the fiction of sequential consistency and show SC specifications
for implementations whose correctness involves reasoning about
buffered updates, we need to use of both of these spaces in the TSO
logic. To this end we use an embedding of Prop,. into Prop .

The canonical embedding is denoted "— ' : Props. — Prop .
The idea is that "P " holds in a state that does include store buffers
if P holds in the state where we ignore the buffers and none of
the buffers contain buffered updates to the locations mentioned by
P. The intuition behind this embedding is that P should hold in
main memory. The condition that no buffered updates whatsoever
to the state in P are allowed may at first seem overly restrictive.
However, it is crucial to our setup, in particular to allow resource
transfer and the fiction of sequential consistency. This is due to the
nondeterministic nature of the store buffers: if more than one thread
contains a buffered update to the same location, no thread can be
certain what values of that location it can observe. Thus, we can
maintain a reasonable level of complexity only as long as a thread
can only write to a location for which no other thread has buffered
updates. However, transferring a resource must mean passing the
right to update it to a different thread. Thus, the thread that gives up
a resource also can have no buffered writes at the point when the
transfer occurs, so no updates of the resource can be buffered at all
when the transfer occurs.

For a concrete example of what this embedding means, consider
an assertion x.f — v : Prop,.. Clearly, we can use our embedding
to get "x.f — v' — an assertion that means precisely that the
reference x.f is defined, its associated value in the heap is v, and
there are no buffered updates in any of the store buffers to the field
x.f.

Reasoning about buffered updates. Even though there must be
no buffered updates of the resource when we transfer resources
between threads, most of the time we reason about situations where
buffered updates are possible. Therefore we define two additional
connectives that allow us to reason about the presence of buffered
updates. The first of these is a binary function” — in —': Propg. X

54

Tld — Prop.,. Intuitively, "P in ¢ means that P holds from the
perspective of thread ¢ — including the possible buffered updates
in the store buffer of ¢t. However, for the reasons discussed prior,
we have to disallow buffered updates to the locations described by
P in any of the other store buffers.

The second of this pair of connectives is the one that allows
us to express how the state changes due to an update. Because of
its role, it has a certain temporal feel: in fact, it behaves in a way
that is somewhat similar to the classic “until” operator. Intuitively,
P U; Q means that there exists a buffered update in the store buffer
of thread ¢, such that until this update is flushed the assertion P
holds, while after the update gets written to memory, the assertion
Q holds. Thus, it can be used to describe the ordering dependencies
introduced by the presence of store buffers. This intuition should
become clearer by observing the proof rules in Figure 8 (explained
in the following).

Coming back to our example, consider first the assertion
"x.f — v in t¢7. This proposition holds in any state where all
the buffered updates to x.f are in the store buffer associated with
thread ¢ — including the boundary case when there are no buffered
updates to x.f at all. Thus, if we are reasoning from the perspec-
tive of thread ¢, we know precisely the value we can read from the
field x.f, but no other thread has any knowledge about the state,
save that x.f is defined. On the other hand, in the state described by
"x.f — 17U, "x.f — 27, we have information that any thread can
use: we know that the value of x.f in the heap is 1, and that there
exists a buffered update in thread ¢, such that before that update
there is no updates to x.f, i.e., it is the first update to x.f in the store
buffer of ¢, and after it gets flushed "x.f +— 27 holds — so the up-
date must set x.f to 2. Additionally, we know that there are no other
buffered updates to x.f. This means that the thread ¢ can observe
the value of x.f to be 2, while all of the other threads can observe
it to be 1. Note that, since I/ is a binary operator on Prop., it is
possible to use it to express multiple buffered updates.

Since most of the time we are reasoning from the perspective
of a particular thread, we also include some syntactic sugar: U{ is a
shorthand for an update in the current thread, while U is a shorthand
for an update in some thread other than the current one. We also
use P as a shorthand for "p in ¢, where ¢ is the current thread.

Reading and writing state. The presence of additional connec-
tives that mention the state makes reading fields of an object and
writing to them more involved than in standard separation logic.
We deal with this by introducing additional judgments that spec-
ify when we can read or write a value. Intuitively, P - x.f — v
specifies that, from the perspective of the current thread x.f has
the value v — and so the read expression can proceed. Similarly,
P by x.f — v, Q means that in the state specified by P the current
thread has permission to write to x.f, the value of x.f from its per-
spective is v, and that once an update to x.f reaches main memory,
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Q will additionally hold in main memory. In this sense, Q behaves
like a frame; however, since the rule is used to reason about writes,
which affect the store buffers, we can learn something about the or-
der of writes in the buffer, which we would not be able to do using
the frame rule. Note that the reading of the write judgment corre-
sponds to the intuitive understanding of the postcondition of the
A-WRITE rule in Figure 8: the write we are performing introduces
a buffered update, before which the precondition still holds, and af-
ter which "Q * x.f +— v " holds. This setup allows us to retain some
knowledge of the order in which updates reach the main memory
in an abstract manner; a property that is crucial to allow resource
transfer in the presence of the store buffers. Note also that the A-
CAS-TRUE rule can be viewed as a combination of writing and
flushing. As mentioned above, a write adds a buffered write to the
appropriate store buffer, which is expressed using ¢/ in A-WRITE.
However, if at that moment we flush the store buffer, we get a con-
dition under which the right-hand side of { is defined to hold: thus,
we get to know that "Q * x.f — v/ 7 holds in the postcondition of
A-CAS-TRUE.

Also of interest are some of the proof rules for the write judg-
ment (the read judgment behaves in a similar manner, with some
complications when reading from Zf). Note how in rules W-AX
and W-* the later operators (>) appear. These arise from the fact
that the model is defined using guarded recursion to break circular-
ities and, since they play the role of guards, they can be removed at
the atomic steps of the proof, as expressed by the rules. Moreover,
the rules also match the intuition we gave about the store buffer re-
lated connectives. First, the judgment means that it is enough that
we know the value of x.f from the thread’s perspective: hence, we
are interested in the most recent updates, and look to the right of I/
in W-U. For the same reason, it is enough to use — in W-AX. Sec-
ond, due to the way we interpret the “frame” in the write judgment,
we only need Q to hold from the thread’s perspective in W-*. This
is also why we can use the frame taken from the right-hand-side
of U in W-U: the update that we are reasoning about in the write
judgment will happen after the buffered update asserted in the def-
inition of U, so the frame taken from after the first update will hold
in the memory by the time the later one reaches it.

Stability and stabilization. There is one potentially worrying is-
sue with the explanation of the U/; operator given in this section:
since at any point in the program a flush action can occur nonde-
terministically, how can we know that there still exists a buffered
update as asserted by U, ? After all, it might have been flushed to
the memory. This is the question of stability' of the until operator
— and the answer is that it is unstable by design. The rationale
behind this choice is simple: Suppose we had made it stable by
allowing the possibility that the buffered update has already been
flushed. Then, if we were to read a field that had a buffered write
to it in a different thread, we would not know whether the write
was still buffered or had been flushed, and so we would not know
what value we read. With the current definition, when we read,
we know that the update is still buffered and so the result of the
read is known. However, we only allow reasoning with unstable
assertions in the atomic triples, i.e., when reasoning about a sin-
gle read, write or compare-and-swap expression. Hence, we need
a way to make U/ stable. For this reason, we define an explicit sta-
bilization operator, (—). It is a closure operator, which means we
have P + (P]). Moreover, for stable assertions, the other direction
(P) F P also holds. The important part, however, is how stabiliza-
tion behaves with respect to U: provided P and Q are stable, we
have (P U Q) 4+ (P U: Q) VvV Q. This does indeed correspond
with our intuition — even for stable assertions P and Q, the interfer-
ence can flush the buffered update that is asserted in the definition

' Recall an assertion is stable, if it cannot be invalidated by the environment.
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of U, which would transition to a state in which Q holds. However,
since P and Q are stable, this is also the only problem that the in-
terference could cause. Explicit stabilization is not a new idea: it
has been used recently in the context of program logics, most com-
monly in connection with rely-guarantee reasoning. In particular,
Wickerson studies explicit stabilization in RGSep in his PhD the-
sis [19, Chapter 3], and Ridge [14] uses it to reason about the x86-
TSO.

Considering stability of the other TSO-level connectives ex-
poses a different issue: the fact that there are two distinct parts to
the interference a thread is subject to — the effect of store buffer
actions, and the effect other threads can have on shared state. We
follow the CAP approach [8] of reasoning about shared state us-
ing shared regions with protocols. See Section 5 for an example.
We thus have two notions of stability: r—stable and b—stable. The
first of these considers the shared regions, and is the only kind of
stability that concerns the SC-logic; it corresponds to stability in
iCAP [16]. The second only considers the additional guarantees
required by the TSO logic. Stability is defined as the conjunction
of the two. Thanks to the restrictions of the contents of the store
buffers imposed by the embeddings, for any P : Prop,. we have
b—stable("P™) and b—stable("P in ¢™). These two facts in con-
junction with the explicit stabilization operator suffice for reason-
ing about low level implementations. Although important for rea-
soning about shared regions, stability under region interference is
much as in iCAP, so we elide the proof rules for inferring that a
predicate is r—stable and refer the reader to the technical report for
details [12].

Interpretation of the SC logic. Note that the same intuition that
lies behind the SC logic, discussed in the previous section, is ex-
pressed by the "— in ¢7 embedding. This is more formally ex-
pressed by the rule S-SHIFT in Figure 8 (recall P is syntactic sugar
for A\t. "P in t™), which states that the two ways of expressing that
a triple holds from the perspective of the current thread are equiv-
alent. In fact, we take this rule as the definition of the SC triples,
and so we can prove that the SC triples actually form a standard
separation logic by proving that the proof rules of SC logic corre-
spond to admissible rules in the TSO logic. This is expressed by
the following theorem:

Theorem 1 (Soundness of SC logic). The SC logic is sound wrt. its
interpretation within TSO logic, i.e., the proof rules (in particular
those shown in Figure 5) composed with the rule S-SHIFT are
admissible rules of the TSO logic.

For most of the proof rules, the soundness follows directly; the only
ones that require additional properties to be proved are the frame,
consequence, and standard quantifier rules, which additionally re-
quire the following property:

Lemma 2. The embeddings "—" and "— in t distribute over
quantifiers and separating conjunction, and preserve entailment.

The formal statement of this property, along with the proof, can be
found in the accompanying technical report.

5. Reasoning in the TSO logic

In Section 3 we illustrated that the fiction of sequential consistency
provided by the lock specification allows us to reason about shared
mutable data structures shared through locks, without explicitly
reasoning about the underlying weak memory model. Of course,
to verify a lock implementation against this lock specification, we
do have to reason about the weak memory model. In this section
we illustrate how to achieve this using our TSO logic. We focus on
the use of the TSO-connectives introduced in Section 4 to describe
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Lock {
bool locked;

Lock() {
CAS(this.locked, false, null)

acquire() {
let x = CAS(this.locked, true, false) in
if x then () else acquire()

release() {
this.locked := false

}
}

Figure 9. Spin-lock implementation.

the machine states of the spin-lock and elide the details related to
the use of concurrent abstract predicates.

The spin-lock implementation that we wish to verify is given
in Figure 9. It uses a compare-and-swap (CAS) instruction to at-
tempt to acquire the lock, but only a primitive write instruction to
release the lock. While CAS flushes the store buffer of the thread
that executes the CAS, a primitive write does not. To verify this
implementation, we thus have to explicitly reason about the possi-
bility of buffered releases in store buffers.

Specification. In the Introduction we introduced a lock specifi-
cation expressed in our SC logic. When verifying the spin-lock
implementation, we actually verify the implementation against the
following slightly stronger specification, from which we can easily
derive the SC specification.

disLock, locked : Props. x Val — Propg..
VR : Propg.. stable(R) =

{R} Lock() {r.isLock(R,r)}
A {isLock(R,x)} Lock.acquire() {locked(R,x) *x "R}
A {locked(R, x) * R} Lock.release() {T}

A valid(Vx : Val. isLock(R, x) < isLock(R, x) * isLock(R, x))

A ¥x : Val. stable(isLock(R, x)) A stable(locked(R, x))

Note that this stronger specification is expressed using TSO triples.
This specification of the Acquire method is slightly stronger: this
specification asserts that upon termination of Acquire, the resource
invariant R holds in main memory and there are no buffered writes
affecting R in any store buffer ("R™). The weaker SC specification
only asserts that the resource invariant R holds from the point of
view of the acquiring thread and that there are no buffered writes
affecting R in any of the other threads’ store buffers (R).

Lock protocol. To verify the spin-lock implementation against
the above specification, we first need to define the abstract rep-
resentation predicates isLock and locked. Following CAP [8] and
iCAP [16], to reason about sharing iCAP-TSO extends separation
logic with shared regions, with protocols governing the resources
owned by each shared region. In the case of the spin-lock, upon
allocation of a new spin-lock the idea is to allocate a new shared
region governing the state of the spin-lock and ownership of the
resource invariant.

Conceptually, a spin-lock can be in one of two states: locked
and unlocked. In iCAP-TSO, we express this formally using the
following labeled transition system.
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O

REL

The above labeled transition system specifies an abstract model
of the lock; to relate it to the concrete implementation, for each
abstract state (L and U), we choose an assertion that describes the
resources the spin-lock owns in the given abstract state.

Since acquiring the lock flushes the store buffer of the acquiring
thread, the locked state is fairly simple. In the locked state the spin-
lock owns the locked field, which contains the value true in main
memory and there are no buffered writes to locked in any store
buffer. The spin-lock x with resource invariant R thus owns the
resources described by I, (x, R, n) in the abstract locked state.

I (x,R,n) = "x.locked + true™

Due to the possibility of buffered releases in store buffers, the
unlocked state is more complicated. In the unlocked state,

e cither locked is false in main memory and there are no buffered
writes to locked in any store buffer

e or locked is true in main memory, and there is exactly one store
buffer with a buffered write to locked, and the value of this
buffered write is false

Furthermore, in case there is a buffered write to locked that changes
its value from true to false, then, once the buffered write reaches
main memory, the resource invariant holds in main memory. Intu-
itively, the resource invariant holds from the point of view of the re-
leasing thread before the lock is released; hence any buffered writes
affecting the resource invariant must reach main memory before the
buffered release. We can express this ordering dependency using
the until operator as follows.

Ty(x,R,n) = 3t : Tld. ("x.locked — true™ U
"x.locked — false * R % [REL]] )

Here [REL]] is a CAP action permission used to ensure that only
the current holder of the lock can release the lock. Since this is
orthogonal to the underlying memory model, we refer the interested
reader to the technical report [12] for details.

Since both arguments of U, are stable, as explained in Section
4, Iy(x, R, n) is equivalent to the following assertion.

Jt: Tld.
"x.locked + false * R [REL]] " V
("x.locked > true™ Uy "x.locked > false * R * [REL]] )

The first disjunct corresponds to the case where the release has
already made its way to main memory and the second disjunct to
the case where it is still buffered.

The definition of isLock in terms of I and Iy now follows
standard iCAP.> The isLock predicate asserts the existence of a
shared region governed by the above labeled transition system,
where the resources owned by the shared region in the two abstract
states are given by I. and Iy. It further asserts that the abstract
state of the shared region is either locked or unlocked and also a
non-exclusive right to acquire the lock.

Proof outline. To verify the spin-lock implementation, it remains
to verify each method against the specification instantiated with the
concrete isLock and locked predicates. To illustrate the reasoning
related to the weak memory model, we focus on the verification of
the acquire method and the compare-and-swap instruction in par-

2 See the accompanying technical report for a formal definition of isLock.
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ticular. The full proof outline is given the accompanying technical
report.

As the name suggests, the resources owned by a shared region
are shared between all threads. Atomic instructions are allowed to
access and modify resources owned by shared regions, provided
they follow the protocol imposed by the region. In the case of the
spin-lock, the spin-lock region owns the shared locked field and we
thus need to follow the spin-lock protocol to access and modify the
locked field. Since the precondition of acquire asserts that the lock
is either in the locked or unlocked state, we need to consider two
cases.

If the spin-lock region is already locked, then the compare-and-
swap fails and we remain in the locked state. This results in the
following proof obligation:

(>I (this,R,n))
CAS(this.locked, true, false)
(r. > I (this,R,n) x r = false)

That is, if locked contains the value true from the point of view of a
thread ¢, then CAS’ing from false to true in thread ¢ will fail. This
is easily shown to hold by rule A-CAS-FALSE.

If the spin-lock region is unlocked, then the compare-and-swap
may or may not succeed, depending on whether the buffered release
has made it to main memory and which thread performed the
buffered release. If it succeeds, the acquiring thread transitions
the shared region to the locked state and takes ownership of the
resource invariant; otherwise, the shared region remains in the
unlocked state. This results in the following proof obligation:

(>Iy(this, R, n))
CAS(this.locked, true, false)
(r. 3y € {U,L}. > I,(this,R,n) * Q(y,r,n))

where
Qly,r,n) = (y =U *r = false) Vv
(y = L % [REL]] * "R™ % r = true)

Rewriting the explicit stabilization to a disjunction and commuting
in >, this reduces to the following proof obligation:

(3t : Tld. >"x.locked — false * R % [REL]] ' V
(>"x.locked > true™ U > x.locked +— false * R« [REL]] 7))
CAS(this.locked, true, false)

(r. 3y € {U,L}. > I,(this,R,n) * Q(y,r,n))

In case the second disjunct holds and there exists buffered releases
in store buffer ¢, the CAS will succeed if executed by thread ¢
and fail if executed by any other thread. To prove this obligation,
we thus do case analysis on whether ¢ is our thread or not. This
leaves us with three proof obligations (after strengthening the post-
condition):

e cither the buffered release is in our store buffer

(>"this.locked — true™ U >"x.locked — false * R x [REL|]™)
CAS(this.locked, true, false)
(r. > I (this,R,n) % [REL]] * "R % r = true)

e or in some other thread’s store buffer

(>"this.locked + true™ U b"x.locked + false x R * [REL]] )
CAS(this.locked, true, false)
(r. > Iy(this,R,n) x r = false)

e or it has already been flushed

(>"x.locked — false * R x [REL]] ™)
CAS(this.locked, true, false)
(r. > I.(this,R,n) % [REL]] * "R™ % r = true)
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These three proof obligations are easily discharged using rules A-
CAS-TRUE and A-CAS-FALSE.

Note that our TSO logic forces us to consider exactly those four
cases that intuitively one has to consider when considering a TSO
weak memory model.

6. Soundness

We prove soundness of iCAP-TSO with respect to a kind of Kripke
model in which worlds consist of allocated regions and their as-
sociated protocols. Since iCAP-TSO inherits iCAP’s impredicative
protocols [16], worlds need to be recursively defined. Hence we use
a meta-theory that supports the definition of sets by guarded recur-
sion, namely the so-called internal language of the topos of trees
[4]. As the overall structure of the model construction remains un-
changed from iCAP, we elide the details. We refer the interested
reader to the accompanying technical report [12] for details and
proofs.

Following the Views framework [7], TSO assertions (terms of
type Prop,s,) are modeled as predicates over instrumented states.
In addition to the underlying machine state, instrumented states
contain shared regions and protocols. Soundness is proven by re-
lating the machine semantics with an instrumented semantics that,
for instance, enforces that clients obey the chosen protocols when
accessing shared state. This relation is expressed through an erasure
function, | —|, that erases an instrumented state to a set of machine
states.

The soundness theorem is stated in terms of the following
eval(u, T, q) predicate, which asserts that for any terminating exe-
cution of the thread pool 7" from initial state y, the predicate ¢ must
hold for the terminal state and thread pool. The eval predicate is
defined as a guarded recursive predicate (the recursive occurrence
of eval is guarded by 1), to express that each step of evaluation in
the machine semantics corresponds to a step in the topos of trees.

eval(p, T, q) = (irr(u, T) A (1, T) € q) V
VT’ 1 (0, T) = (0, T") = peval(u', T', q))

Here irr(u, T') means that (u, T') is irreducible. We can now state
the soundness of iCAP-TSO.

Theorem 3 (Soundness). If {P}e{r.Q} and pn € |[P](t)] then

eval(p, [t = €], A, T). p” € [[QI()(T(1))])

This theorem expresses that if a specification {P}e{r. Q} holds
and the execution of the thread pool [t +— e] with a single thread
t from an initial state p in the erasure of P terminates (including
threads spawned by t), then the terminal state is in the erasure of Q
instantiated with the return value T'(¢) of thread ¢.

7. Related Work

Our work builds directly on iCAP [16], which is an extension of
separation logic for modular reasoning about concurrent higher-
order programs with shared mutable state. Our work extends the
model of iCAP with store buffers to implement a TSO memory
model, extends the iCAP logic with TSO-connectives for reasoning
about these store buffers and, importantly, defines a new logic for
reasoning about sequentially consistent clients.

There has been a lot of previous work on reasoning about TSO-
like and even weaker memory models. Owens [13] defines a prop-
erty on the set of sequentially consistent traces of an x86 program,
which ensures that every TSO trace of the program has a “memory
equivalent” sequentially consistent trace. Owens shows how this
property allows clients of synchronization primitives to reason as if
the underlying memory model was sequentially consistent, despite
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racy implementations of these synchronization primitives. In par-
ticular, he proves that all traces of spin-lock well-synchronized x86
programs satisfy this property. Unfortunately, Owens’ approach is
non-compositional: while Owens proves similar results for multiple
synchronization primitives in isolation, these results do not apply
to clients that combine two or more of these synchronization prim-
itives. Our approach is compositional in this sense and we can rea-
son about clients that combine multiple libraries with racy imple-
mentations that have been verified independently, without having
to re-verify the library implementations.

Ridge [14] proposes a Rely-Guarantee-based proof system for
reasoning about assembly code on the x86-TSO memory model. To
ensure sound reasoning in the presence of a TSO memory model,
the proof system enforces that the rely relation includes possible in-
terference from write buffers. Ridge uses this proof system to verify
an implementation of Simpson’s four slot algorithm. Ridge’s proof
system does not provide anything like the fiction of sequential con-
sistency provided by our logic or Owens’ approach; in particular,
to reason about clients of Simpson’s four slot algorithm in Ridge’s
system, we would still have to explicitly reason about possible in-
terference from store buffers.

In his thesis, Wehrman [18] proposes a program logic for rea-
soning about low-level code in a language with built-in locks and a
TSO memory model. Wehrman’s logic is based on separation logic,
which he also extends with temporal operators to reason about the
orderings introduced by the weak memory model. Wehrman’s tem-
poral operators differ from ours; in particular, Wehrman’s temporal
operators concern all store buffers, whereas our temporal operator
refers to a particular store buffer. Wehrman’s objective is to allow
local reasoning about racy implementations and his logic does not
provide any fiction of sequential consistency to simplify reasoning
about clients. In his conclusion, Wehrman points out that it would
be beneficial with a program logic for a weak memory model that
reduces to a standard logic for non-racy clients. This is exactly what
our SC logic and fiction of sequential consistency provides!

Another verification technique for programs in the TSO mem-
ory model, which does not involve explicit reasoning about store
buffers, is to restrict programs to follow a certain programming dis-
cipline that ensures that all program behaviors can be simulated by
a sequentially consistent machine. Cohen and Schirmer [6] propose
such a programming discipline based on ownership. With this ap-
proach one can, of course, only reason about programs that follow
the discipline. For instance, as Cohen and Schirmer remark, an effi-
cient spin-lock implementation with a buffered release, like the one
we verify in Section 5, does not obey their programming discipline.
Essentially, the problem is one of compositionality: The program-
ming discipline is formalized as a property of the set of reachable
states of a complete program. This is a non-compositional property
and the authors do not provide a compositional method for reason-
ing about it.

Gotsman et al. [10] propose another approach for providing
clients with a fiction of sequential consistency based on lineariz-
ability. By relating racy library implementations on a TSO archi-
tecture with abstract specifications on an SC architecture, they can
reason about data-race free clients that call racy libraries using an
SC memory model. Their approach is only compositional for non-
interacting libraries: assuming two libraries are linearizable with
respect to SC specifications and the set of locations accessed by
the libraries are disjoint, then the composition of the two libraries
is linearizable with respect to the composition of the specifica-
tions. Their approach also requires the client and any libraries to be
non-interacting. Our work does not suffer from either of these re-
strictions. Furthermore, these restrictions make it very unclear how
to extend the their approach to higher-order languages, as higher-
order languages blur the lines between library and client. In con-

trast, our work extends easily to a higher-order programming lan-
guage, by following the iCAP methodology [16].

8. Conclusion and Future Work

We have presented a new proof system, iCAP-TSO, to support
modular and scalable reasoning for a language with a TSO mem-
ory model. The proof system consists of two logics, a TSO logic
for reasoning about racy low-level code and an SC logic for rea-
soning about well-behaved code. This class of well-behaved code
includes standard mutable data structures without any sharing but
also well-synchronized code with sharing. For this class of well-
behaved code the SC logic allows us to reason much as in stan-
dard separation logic, without having to worry about the underlying
weak memory model.

In particular, we use the TSO logic to verify an efficient spin-
lock implementation against an SC specification. This allows us to
reason about well-synchronized clients with sharing entirely from
within the SC logic! We illustrate this by verifying a standard list
library and using it to verify a shared bag library. Both of these
libraries can be verified entirely in the SC logic and their proofs are
as in separation logics for sequentially consistent memory models.

We think of iCAP-TSO as a first steps towards more automat-
ed/interactive tools for reasoning about the TSO memory model. In
this paper we have focused on the foundational issues of construct-
ing a logic that allows simple reasoning for well-behaved code. As
future work it would be interesting to try to extend tools like [5, 9]
to support mostly automated verification in the SC logic, while re-
quiring more interactive verification of low-level racy code in the
TSO logic.
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—— Abstract
We present a logical relation for showing the correctness of program transformations based on a
new type-and-effect system for a concurrent extension of an ML-like language with higher-order
functions, higher-order store and dynamic memory allocation.

We show how to use our model to verify a number of interesting program transformations that
rely on effect annotations. In particular, we prove a Parallelization Theorem, which expresses
when it is sound to run two expressions in parallel instead of sequentially. The conditions are
expressed solely in terms of the types and effects of the expressions. To the best of our knowledge,
this is the first such result for a concurrent higher-order language with higher-order store and
dynamic memory allocation.
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1 Introduction

Relational reasoning about program equivalence is useful for reasoning about the correct-
ness of program transformations, data abstraction (representation independence), compiler
correctness, etc. The standard notion of program equivalence is contextual equivalence and
in recent years, there have been many improvements in reasoning methods for higher-order
ML-like languages with general references, based on bisimulations, e.g., [1, 2, 3|, traces [4],
game semantics [5], and Kripke logical relations, e.g., [6, 7, 8, 9].

In this paper we present the first Kripke logical relation for reasoning about equivalence
of a concurrent higher-order ML-like language with higher-order store and dynamic memory
allocation.

To state and prove useful equivalences about concurrent programs, it is necessary to
have some way of restricting the contexts under which one proves equivalences. This point
was made convincingly in the recent paper by Liang et. al. [10], who presented a rely-
guarantee-based simulation for verifying concurrent program transformations for a first-order
imperative language (with first-order store). Here is a very simple example illustrating the
point. Consider two expressions

er=z:=1;y:=1 and ex=y:=1z:=1.

Here = and y are variables of type refint. The expressions e; and ey are not contextually
equivalent. (To see why, consider expression e = x:=0; y:=0, and note that running e;
in parallel with e3 may result in a state with !z = 0 and !y = 1, but that cannot be the
case when we run es in parallel with ez.) The issue is, of course, that the context may also
modify the references x and y. On the other hand, if we know that no other threads have
access to x or y, then it should be the case that e; and es are equivalent. We can express
this restriction on the contexts using a refined region-based type-and-effect system.
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We first recall that a type-and-effect system is a type system that classifies programs
according to which side effects the programs may have. A variety of effect systems have
been proposed for higher-order programming languages, e.g., [11, 12, 13], see [14] for a
recent overview. Effect systems can often be understood as specifying the results of a static
analysis, in the sense that it is possible to automatically infer types and effects. Effect
systems can be used for different purposes: they were originally proposed by Lucassen and
Gifford [12] for parallelization purposes but they have also, e.g., been used as the basis for
implementing ML using a stack of regions for memory management [13, 15]. In a recent
series of papers, Benton et. al. have argued that another important point of effect systems
is that they can be used as the basis for effect-based program transformations, e.g., compiler
optimizations, [16, 17, 18, 19], see also [20]. The idea is that certain program transformations
are only sound under additional assumptions about which effects program phrases may, or
rather may not, have.

Now, returning to our example, we refine the types of x and y to be refjint and ref,int,
respectively. Intuitively, this expresses that z and y are references in different regions, but
it does not put any restrictions on whether other threads may access x or y. Thus, when we
type e and e; we will use two contexts of region variables, one for public regions that can be
used by other concurrently running threads, and one for private regions that are under the
control of the present thread. This idea is inspired by recent work on concurrent separation
logic, e.g., [21, 22, 23, 24]. We use a vertical bar to separate public and private regions: the
typing context

p,o | 0] x:refint,y : ref,int
expresses that p and ¢ are public regions, whereas the typing context
0| p,o|x:ref,int,y : refsint

expresses that p and o are private regions. The expressions e; and ey are well-typed in the
latter context and, with this refined typing, they are indeed contextually equivalent, because
our type-and-effect system guarantees that no well-typed context can access regions p or o.
(The expressions are also well-typed in the former context, but not contextually equivalent
with that refined typing.)

In this paper we present a step-indexed Kripke logical relations model of a type-and-effect
system with public and private regions for a concurrent higher-order language with general
references. Our model is constructed over the operational semantics of the programming
language, and builds on recent work by Thamsborg and Birkedal on logical relations for the
sequential sub-language [20]. Note that the type-and-effect annotations are just annotations;
the operational semantics of the language is standard and regions only exist in our semantic
model, not in the operational semantics.

As an important application of our model we prove a Parallelization Theorem, which
expresses when it is sound to run two expressions in parallel instead of sequentially. To the
best of our knowledge, this is the first such result for a higher-order language with higher-
order store and dynamic memory allocation. Here is a very simple instance of the theorem.
Consider two expressions

er=y:=lx+ly and ey =z:=lx+!z
each well-typed in a context

0| px,py, p= | < ref, int,y : ref, int, 2 : ref,,_int,
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i.e., where x, y, and z are references in distinct private regions. In this context, running e;
and es sequentially is contextually equivalent to running e; and es in parallel. Intuitively,
this also makes sense: e; and e; update references in distinct regions, and it is unproblematic
that they both read (but not write) from the same region.

As mentioned, this was a simple instance of the Parallelization Theorem. We stress that
the theorem is expressed solely in terms of the type and efffects of the expressions e; and
€2, so a compiler may automatically infer that it is safe to parallelize two expressions by
looking at the inferred effect types, and without reasoning about all interleavings. Moreover,
the theorem applies to contexts and expressions with general higher types (not just with
references to integers and unit types). Note that the distinction between private and public
regions is also crucial here (parallelization would not be sound if the effects of the expressions
were on public regions).

Our type-and-effect system crucially also includes a region-masking rule. Traditionally,
this rule has been used to hide local effects on regions, which makes it possible to view a
computation as pure even if it uses effects locally and makes the effect system stronger, in
the sense that it can justify more program transformations. Here we also observe that the
masking rule can be used for introducing private regions, since the masking rule intuitively
guarantees that effects on a region are not leaked to the context. It is well-known that region-
masking makes the model construction for a sequential language technically challenging, see
the extensive discussion in [20]. Here it is yet more challenging because of concurrency; we
explain how our model ensures soundness of the masking rule in Section 3.

The extension with concurrency also means that when we define the logical relation for
contextual approximation and relate two computations e; and es, we cannot simply require
relatedness after e; has completed evaluation (as in the sequential case), since other threads
should be allowed to execute as well. We explain our approach to relating concurrent
computations in Section 3; it is informed by recent soundness proofs of unary models of
concurrent separation logic [25, 26].

Another challenge arises from the fact that since our language includes dynamically
allocated general references, the existence of the logical relation is non-trivial; in particular,
the set of Kripke worlds must be recursively defined. Here we build on our earlier work [27]
and define the worlds as a solution to a recursive metric-space equation. Indeed, to focus on
the essential new aspects due to the extension with concurrency, we deliberately choose to
use the exact same notion of worlds as we used for the sequential sub-language in [20]. In the
same vein, we here consider a monomorphically typed higher-order programming language
with general references, but leave out universal and existential types as well as recursive
types. However, we want to stress that since our semantic techniques (step-indexed Kripke
logical relations over recursively defined worlds) do indeed scale well to universal, existential,
and recursive types, e.g. [27, 9], it is possible to extend our model to a language with such
types. We conjecture that it is also possible to extend our model to richer effect systems
involving region and effect polymorphism, but we have not done so yet.

2 Language and Typing

We consider a standard call-by-value lambda calculus with general references, and extended
with parallel composition and an atomic construct. We assume countably infinite, pair-
wise disjoint sets of region variables RV (ranged over by p), locations L (ranged over by
l) and program variables (ranged over by z,y, f). As usual, the reduction relation is be-
tween configurations, (e|h) — (e’|h’) where heaps H are finite maps from locations to
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(Elproj; (vi,v2)] | h) — (E[vi] [ h)
m u=rd, | wr,|al, (E[(fun f(z).e) v] | h) — (Elelfun f(z).e/ f,v/z]]| k)
€ N=T1,..., Ty (Elrefv] | h) — (B[] | h[l — v]) if I ¢ dom(h)
T u=1]int| 7 X 7o |ref, T (E[l:=v]|h) — (E[()] | h[l:=v]) if I € dom(h)
|7 =LA 7 (E['] | h) — (E[R(D)]|h) ifl € dom(h)
v u=x|{)] (v1,v2) (Elpar v1 and vo] | h) — (E[{v1,v2)] | h)
|fun f(x).e|l (Elcas (I,n1,n2)]| h) — (E[1] | hll:=n2])
e m=v|projv|velrefv|lv if I € dom(h) and h(l) = nq
|v1:=v9 | par e; and ey (Elcas (I,n1,n2)] | h) — (E[0]| k)
| cas (v, v2,v3) | atomic e if 1 € dom(h) and h(l) # ny
E :=[]|vE]|par E and e (E[atomic ¢e] | h) — (E[v]| h)
|par e; and E if (e|h) —* (v|h))

(E[atomic €] | h) — (E[atomic e] | h)
Figure 1 Syntax

Figure 2 Operational semantics

values. Figures 1 and 2 give the syntax and operational semantics; we denote the set of
expressions £ and the set of values V. The evaluation contexts allow parallel evaluation in-
side par expressions, and there is a new primitive reduction covering the case when the two
subcomputations have terminated. For technical simplicity, we allow an atomic e expression
to reduce to itself, possibly introducing more divergence than the diverging behaviours of
e. The syntax is kept minimal; in examples we may use additional syntactic sugar, e.g.,
writing let x = e in ey for (fun f(x).e3) ey for some fresh f. For e € £, we write FV(e)
and FRV (e) for the sets of free program variables and region variables, respectively; also we
define rdse = {p € RV | rd, € ¢} and similarly for writes and allocation.

The form of the judgments of our type-and-effect system is standard with one important
refinement: regions are partitioned into public and private regions, with the purpose of
restricting interference from the environment. In greater detail, a typing judgement looks
like this:

IHAITFe: T, e

The T', e and 7 are the usual: the variable context T' assigns types to program variables in
the expression e, with the resulting type of 7. To get an idea of — or rather an upper bound
of — the side-effects of e, we split the heap into regions; these are listed in IT and A. We
track memory accesses by adding a set € of effects of the form rd,, wr, and al,, where p is a
region. Roughly, a computation with effect rd, may read one or more locations in region p,
and similarly for writes and allocation. This setup goes back to Lucassen and Gifford [12].

The novelty, as mentioned in the Introduction, is our partition of regions into the public
ones II and the private ones A. As opposed to the rest of the judgment, this public-private
division does not make promises about the behavior of e. Instead, it states the expectations
that e has of the environment: threads running in parallel with e may — in a well-typed
manner — read, write and allocate in the public regions but must leave the private regions
untouched.

When running parallel threads, the private regions of the parent are shared between
the children, and so are public from their point of view; this is reflected in the typing
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IIA|ITFv : 7y X 7o, €
AT, z:7Fz:7,0 OIAITE():1,0 II|A|TF projv : 7, €
OIATFv 71,61 IMAITF vy : 7o, &2 H|A\I‘,f:7'1—>€H’ATg,x:7'1l—e:Tg,E

IT|A|TF (v1,v2) : 71 X Ta, €1 Ueg I AT Ffun f(z).e: 7 =4 7, 0
AT Fv:7 -0 g IIAITFe: T, e IHAITFv T, e pelllA
IMA|ITFve: T, e1UeaUe II|A|T Frefo:ref,r, eU{al,}
II|A|TF vy :ref,T, g4 IMAITFwvy : 7, €9 AT Fov:ref,r, e
IDA|TFovii=vy 01, 61 Uega U{wr,} IOATH!v: 7, eU{rd,}
MAp|TFe:T,¢ JILA|ITkHe: T, e
(p ¢ FRV(I', 1)) - (alse Crdse Nwrse)
HA|ITFe:T,e—p II|A|T | atomice: T, €

ILA|-[Tke:m,er ILA|-|[TFey: 1, e

II|A|TF pareg and eg : 71 X T2, 1 Ueg
I AT F v : refint, &1 IIA|TF vy :int, &g II|A|TFos:int, e3

IT|A|T F cas (vi,v2,v3) @ int, {wry, rdy} Ue; Uea Ues

MATFe: T, ¢ IAFT <T g1 Ce

[ A 1, €1 1< T2 1€ e (FRV(e3) C IT, A)

II|A|TFe: 7, e
OFn <7 OFm <1

— (FRV(r) C ©) = =2
OF7T< 71 OF T X1 <7 X7y

@l‘T{STl @l‘TQSTé Slgé'g ngHQ AlgAg
T2, A2
€2

(FRV(EQ), Hg, A2 g @)

OFn —>£111’A1 <1 = 5

Figure 3 Typing and subtyping relations. Notice that for a typing judgement II|A|T'Fe: 7,
we always have FRV(I', 7,¢) CTTUT.

rule for parallel composition, c.f. Figure 3. Note that the parent thread only continues
once both children have terminated; as a consequence, the parent regains ownership of its
private regions before it goes on. Running an expression atomically temporarily makes all
regions private. The side condition is a technical necessity. Finally, new, private regions are
introduced by the so-called masking rule:

IAp|TFe:T, ¢
HA|ITFe:T,e—p

(0 ¢ FRV(T, 7))

The subtraction of p in the conclusion removes any read, write or allocation effects tagged
with p. The reading of the masking rule is that we make a brand new, empty region p for
e to use, but once e has terminated we forget about p again; this works out since the side
condition prevents e from leaking locations from p. Traditionally, the masking rule has been
used to do memory-management [13] as well as a means of hiding local effects to facilitate
effect-based program transformations [17, 20]. Here we make another use of the rule: we
observe that, moreover, e cannot leak locations from p while running and so p is a private
region for the duration of e. After all, the only means of inter-thread communication is
shared memory. Note that from the perspective of the context, this rule allows to remove a
private region, and prepare a setup for application of the parallel composition.

All the typing rules are in Figure 3. Note how reference types are tagged with the region
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where the location resides and that function arrows are tagged with the latent effects as well
as with the public and private regions that the function expects; the latter is natural once
we remember that a function is basically just a suspended, well-typed expression.

Because of the nondeterminism arising from par and shared references, the definition of
contextual equivalence could take into account both may- and must-convergence. In this
paper we only consider may-equivalence and formally we define (may-) contextual approxi-
mation by:

» Definition 1. II|A|T F e <) ¢ : 7,¢ if and only if for all h and C typed such that
C:(M|A|ITFT,e)~ (-]-]-Fint, 0), whenever (C[e]| h) | then (C[e']|h) .

Here, as usual, (e|h) | means that (e|h) — *(v| k') for some value v and some h’'. Typing
for contexts is defined in a standard way; selected rules are presented in Appendix A.1.

Contextual equivalence, II|A|T' F e = ¢ : 7,¢, is then defined as II|A|T Fe <) € :
7,e and II|A|T F ¢ <) e : 7,e. Note that the diverging behaviours introduced by our
operational semantics of atomic e do not influence may-contextual equivalence.

3 Definition of the logical relation

Semantic Types and Worlds We give a Kripke or world-indexed logical relation. This
is a fairly standard approach to modeling dynamic allocation; in combination with higher-
order store, however, it comes with a fairly standard problem: the type-world circularity.
Roughly, semantic types are indexed over worlds and worlds contain semantic types, so both
need to be defined before the other. A specific instance of this circularity was solved recently
by Thamsborg and Birkedal [20] based on metric-space theory developed by Birkedal et. al.
[27]; we re-use that solution here. Semantic types (and worlds) are constructed as a fixed-
point of a endo-functor on a certain category of metric-spaces. We do not care about that,
though; we just give the result of the construction. In addition, we largely ignore the fact
that we actually deal in metric spaces and not just plain sets; the little metric machinery
we need is deferred to Appendix A.2.

There is a set T of semantic types and a set W of worlds; types are world-indexed rela-
tions on values and worlds describe the regions and type-layouts of heaps, roughly speaking.
Take a type p € T and apply it to a world w € W and you get an indexed relation on values,
ie., pw) € N x V x V. These relations are downwards closed in the first coordinate; we
read (k,v1,v2) € p(w) as saying that v; and ve are related at type u up to approximation
k assuming world w.

We assume a countably infinite set of region names RA; a world w € W contains finitely
many such |w| Cg, RAN. Some of these dom(w) C |w| are live and the rest are dead. To each
live region r € dom(w) we associate a finite partial bijection w(r) on locations decorated
with types, i.e., w(r) Cp, LX L X T such that for ({1, 2, 1), (m1, ma,v) € w(r) we have that
both I3 = my and ly = mso imply 1 = myq, ls = mg and p = v. We write dom; (w(r)) for
the set of left hand side locations in the bijection and domsg(w(r)) for the right hand side
ones; different regions must have disjoint left and right hand side locations. For convenience,
we set dom (w) = Ureandom(w) domi(w(r)) whenever A C |w|, and we write dom (w) for

dom‘lwl(w), i.e., the set of all left hand side locations. Similarly for the right hand side.
Worlds evolve and types adapt. Triples of two locations and a type can be added to a live
region, as long as different regions remain disjoint. Orthogonal to this, one can add a fresh,
i.e., neither live nor dead, region name with an associated empty partial bijection. And one
can kill any live region, rendering it dead and losing the associated the partial bijection in
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the process. The reflexive, transitive closure of all three combined is a preorder C on worlds;
it is a crucial property of types that they respect this, i.e., that w C v’ = p(w) C p(w’)
for any two w,w’ € W and any p € T. This is type monotonicity and it prevents values
from fleeing types over time.

Finally, to tie the knot, there is an isomorphism ¢ : T — T from the odd types stored in
worlds to proper types. Whenever a type is extracted from a world it needs to be coerced
by this isomorphism before it can be applied to some world.

The Logical Relation and Interpretation of Types Often, a logical relation goes like
this: two computations are related if they (from related heaps) reduce to related values (and
heaps); this is the extensional view: we do not care about the intermediate states. As we
consider concurrency, however, a computation can be interrupted and so we need to start
caring. In our setup, public regions are accessible from the environment. To address this,
we assume that before each reduction step, the public regions hold related values; in return,
we promise related values after the step. In other words, the granularity of extensionality
is just one step for the public regions. For private regions, however, there is no interference
and the granularity is an entire computation as usual. This is the fundamental idea; it is
how we propose to stay extensional in the face of concurrency.

Without further ado, let us look into the cornerstone of our model: the safety relation
defined in Figure 6; auxiliary relations are defined in Figure 8. What does it mean to have

o 10 IILA,AJR o
(k,hi,hy,e1,ea,h1, hy) € safe; . w®,w?

Overall, it says that after environment interference, we can match the behavior of ey, i.e.,
termination or any one-step reduction, by zero or more steps of es; match in the sense of
(re-)establishing certain relations, including safety itself. Safety is a local property of a pair
of computations, this is crucial: it has no knowledge of computations running concurrently
and hy and hg are the local heaps, i.e., the parts of the global heaps that the e; respectively
ez control exclusively. The computations consider R(II) to be their public, R(A) to be their
private and A to be their anonymous regions. The latter intuitively are private regions
that have been masked out: they exist only for the duration of these computations, but
we have to track them to deny the environment access; this is another difficulty imposed
by concurrency. Safety is indexed by a world w as well; note that worlds are global things:
all concurrent threads share one world, i.e., they agree about the division of the heap into
regions and the types associated to locations. Finally k is intuitively the number of steps
we are safe for, h{ and h$ are the (private parts of) the initial local heaps, 7 is the expected
return type, € the effects and w® the initial world.

We unroll the definition in writing. The first pair of big square brackets — the prerequi-
sites — translates to ‘the environment interferes’. This yields a new world w’ subject to the
constraints of the environment transition relation: no public, private or anonymous regions
are killed, and the latter two see no allocation either. The actual contents of the public
regions are unknown, but we are free to assume that they hold related values of the proper
type, at least where we have read effects; this is the public heaps g1 and gs in the precondition
relation. In addition we have frames f; and fo that cover the remainder of the world and
a triple-split relation that ensures coherence between the domains of corresponding parts of
the world and the heaps, see Figures 4 and 8.

The left hand side is irreducible in the termination branch and takes one step in the
progress branch. In either case, we must match this in zero or more steps on the right hand
side, not touching the frame; this means finding a future world w” and relating a number of
things. The choice of future world is restricted by the self transition relation: we must not
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(w) domlf(A)(w) dom$ (w)

dom(g1) dom(hy) dom(hy) dom( f1) dom(hy)

Figure 4 The left hand side of the triple-split relation. The top dashed line is dom; (w), the bot-
tom dashed line dom(gi - h1 - f1). The local heap hi has a private part matching the private regions,
an anonymous part matching the anonymous regions and an off-world part outside the domain of
the world. The frame fi1 must cover regions that are neither public, private nor anonymous.

kill private or public regions, but we can allocate in them, and regions that we know nothing
about must be left untouched; this is our promise to the environment. In the termination
branch, we are furthermore required to kill off all anonymous regions as the computation is
done; any new regions added in the progress branch go to the set of anonymous regions. In
both branches, the changes made to the public heap must be well-typed and permitted by
the effects and, if we are done, we check the changes made to (the private part of) the local
heaps as well; the fact that the public heaps are compared across a single stage and the
(private parts of) the local heaps are compared across the entire computations is the crux
of the idea of having different granularities of extensionality.

In addition to performing actual allocation, we have the possibility of moving existing
locations from, say, the off-world part of the local heap into the public heap or the private
part of the local heap; this is a subtle point that permits the actual allocation of new
locations and the corresponding extension of the world to be temporarily out of sync.

We have glossed over one aspect of safety: the right hand side takes steps in the ordi-
nary operational semantics, but the left hand side works in the instrumented operational
semantics. A reduction (e |h) —] (€' |h) in the latter implies a similar reduction in former;
in addition it counts the steps of a reduction with all atomic commands ‘unfolded’ (with
unfolding itself counting one step) and it records all heap accesses; the formal definition is
deferred to the Appendix. We need the former for compatibility of the atomic typing rule
below: atomic commands really unfold as they execute, hence we must count the number
of ‘unfolded’ steps. It is less immediate that we must test the actual reads, writes and
allocations, recorded by u, against the effects described by e, as done in the progress branch
of safety. But if omitted, our present proof of the Parallelization Theorem falls short, since
it relies on the following simple, but crucial commutation property:

» Lemma 2. If we have I ¢ pu and (e|h) =], (¢'|h'), then (e|h[l = v]) =] (¢"| B[l = 2]).

The actual logical relation is given in Figure 7. The existentially quantified a € N is
the minimal number of anonymous regions required to run; apart from that it uses safety
in a straightforward way. There is some asymmetry to these definitions: the anonymous
regions A are required to exist (and be empty) in the world beforehand, but are killed
off in the termination branch; also the precondition on the (private parts of) the initial
local heaps is in the logical relation whereas the postcondition lives in the termination
branch. The interpretation of types is in Figure 5. Interpreting the function type looks
daunting, but a function is just a suspended expression with a single free variable, hence
we have to restate most of the logical relation in the definition. Apart from that, we just
remark that the R(p) ¢ dom(w) case of reference interpretation is part of an approach to
handling dangling pointers (due to region masking) proposed recently in [20]; similarly for
the R(FRV(¢)) ¢ dom(w).
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[1]% w—{(k;,() ) |keN}y  [int]®w={(k,n,n) | ke NAn€eZ}

[m x TQHRU) = k% (v11,v21), (V12,v22)) | (K, v11,012) € [[TlﬂRw A (k,vo1,v22) € HT2ﬂRw}

{ (kyl1,1o) | 3p € T. (11, Iy, ) € w(R(p)) A

R dom (w
Yw' 3 w. HTH w (e p)(w') } (o) € (w)

{(k,v1,v2) | Kk e NAv1,v2 €V} R(p) ¢ dom(w)

[ref, 71"

[[7'1 —>E’A 7'2] Ry =

(k,fun f(x).e1,fun f(z).e2) | Ja € N.Vj < k.Vo' Jw.

VA C dom(w'). Yoy, vy € V.Vhy, hy, By, by € H.

R(FRV(e)) C dom(w') A A # R(ITUA) A |A| > a A w'(A) =0 A ]
’U}
)
€))

(j,v1,02) € [m]™w' ARy Chy AR C hy A (4, by, By) ePAR
(4, iy, b, (fun f(@).e1) v1, (fun f(z).e2) v2, b1, ho) € safel H 1

T2,€

R(FRV(¢)) C dom(w)
{(k,’Ul,’Ug) ‘kEN/\UhUQEV} (FRV g_

m(w)

Figure 5 Interpretation of types. We require R : RV — 5, RN injective with FRV(7) C dom(R).
We assume R(FRV(7)) C |w| above, otherwise we define [7]"w to be the empty set. We get that
[]*% € T.

To conclude this subsection we give a theorem that, combined with the upcoming com-
patibility, means that logical relatedness implies contextual may-approximation. The proof
is in Appendix A.4 and it is not hard, but it is worth noting that we need a proof at all:
with sequential languages, this is a result one reads off the definition of the logical relation.

» Theorem 3 (May-Equivalence). Assume that -|-|- = e1 =< es :int, O holds. Take any
hi,hy € H. If there are e, by with (ey|h1) — (e; | h}) such that irr(e}|h}) holds, then
there is n € Z such that €, =n and hly such that (e | ha) — (n, hb).

Compatibility of the Logical Relation The logical relation is compatible, i.e., respects
all typing rules. This is a sine qua non of logical relations; it implies the fundamental lemma
stating that every well-typed expression is related to itself. And, as discussed just above, it
makes the logical relation approximate contextual may-approximation:

» Theorem 4. II|A|T' |=eg Reg: 7, implies II| AT Fep Sy e T,e.

Compatibility means that each typing rule induces a lemma by reading the (unary) typing
judgments as the corresponding (binary) logical relations. The three most interesting of these
have to do with concurrency and the divide between public and private regions; they are
listed here and proofs are given in Appendix A.6:

» Lemma 5. II|A,p|T|=es Xex: 7, ¢ impliesII|A|T = ey < ex: 7, € — p provided that
p ¢ FRV(T, 7).

» Lemma 6. - [ILA|T e < ey : 7, ¢ implies II| A|T |= atomic e; < atomic eg : 7, € if
alse C rdse Nwrse.

> Lemma 7. ILA|-|[T ey <ey:7 e and ILA|-|T = el < el 271, et together imply
II|A|T |= par e; and el < par ey and el : 7 x 71, e Uel.
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o 10 IILA,AJR , o
(k,hi,hy,e1,ea,hi, hy) € safe; ;. w®,w

<
v] < k'vw/3917927f17 f2~
[envtranH’A’A’Rw,w’ A (4,91, 92) € P/ A

(91,1, f1, g2, ho, f2) € splits™ M| =

[irr(eﬂgl chi- f1) =
Jey, w"”, Iy, b, g1, G-
(e2|go - ho - fo) — (| gh - b - f2) A selftran
0 = (Andom(w")) U (dom(w”) \ dom(w')) A g1 - h1 = ¢} - b} A
(gia llaflag/27h/27f2) S SplitSH’Aﬁ)’R ’LUN A (j)gla927gllag/2) € QEH’R w/,w// A

Grevseh) € 7] (w") A Y C i, g C By (5,15, b, b, 1) € QP | A

II,A,AR w/7 w// A

Ve bl pn < j.(ex|gr - hi- f1) — (e |hl) =
Jey, w”, A", By, by, g1, 95
(e2]g2-ho - fo) — (e | gh - hy - fo) A selftran
A" = (AN dom(w")) U (dom(w”) \ dom(w')) A bl =g} - b - f1 A
(91 15, f1, 92, B, fo) € splits™ 4w’ A (j =, g1, 92, 91, 95) € QI w!/,w” A

A" R 1 . o 1o I I 1/ 1.1 mAA R, o . .1
Heeﬂ‘ss,h/l w” A (]_nahla 2; €1, €9, 1ah2) esafe'r,e w,w

II,AAR w/7 w// A

Figure 6 Safety. The predicate is defined by well-founded induction. Nontrivial requirements
are: II#A, FRV(r,e) CITUA, FV(e1,e2) =0, R: TTUA — |w°|, R(FRV(¢)) C dom(w®) and
w J w® with dom(w®) N R(ITU A) C dom(w), A C dom(w) and A# R(IIU A). See Figure 8 for
auxiliary definitions. We refer to the contents of the big square brackets as the prerequisites, the

termination branch and the progress branch, respectively.

MA|TEe Re:T,e
—
Ja e N.Vk e NVw € W.VR: TTUA < |w|. VA C dom(w).

V1,72 € VITL.Why, o, BY, by € H.
R(FRV(g)) C dom(w) A A# RMMUA) AJA| > aAVre A w(r)=0A
(k,71,792) € [T]%w A B, C by ARy C ho A (R, 1, BY) € PQva} N

(k, by, by, ex[y1 /T, e2ly2 /T, hi, ho) € SafeE’EA’A’RWW

Figure 7 The logical relation with anonymous regions. We require that II# A, FRV(T', 7,¢) C
ITU A and, as always, that FV(ei, e2) € |T'|.
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envtran™ MRy o) = w Cw' AVr € dom(w) N (RITUA)U A).r € dom(w')

A Vr € dom(w) N (R(A) U A). w(r) = w'(r).

ILA,A,R

selftran w,w <= wCw AVredom(w)\ A.r € dom(w')

AVr € dom(w) \ (R(ITUA) U A). w(r) =w'(r).

(917 h17 fl?.gQu h27 f?) S Splitsl_LA’A’R w <
dom(hy) # dom(g1) # dom(f1) A dom(hz) # dom(gz) # dom(f2) A
dom’} <“>( ) = dom(gy) A dom?' A>UA( ) C dom(hy) A
domy, (H)( ) = dom(gz2) A dom,, (A)UA( ) C dom(hg) A
domgom(w)\(R(HUA)UA))(w) C dOHl(fg)

(k,h1,hs) € PO w < dom(hy) = dom™® (w) A dom(hs) = dom>® (w) A
Vr € R(©) Ndom(w).Y(l1,l2, 1) € w(r).
r € R(xrdse) = k> 0= (k—1,h1(l1), ha(l2)) € (v ) (w).

(k,ha, ha, hy, By) € QG’R w,w =
dom(hy) = dom1 (w) A dom(hg) = domy (O)( ) A
dom(%}) = dom:"® (w') A dom(h}) = dom5'® (w') A
(Vr € R(©) Ndom(w).V(l1,la, 1) € w(r).
[h1(l1) = Wy () A ha(l2) = hh(12)] V [r € R(wrse) A
k>0= (k—1,hi (L), hy(l2)) € (Lp)()]) A
(Vr € R(©) N dom(w).
V(ly,la, 1) € w'(r) \w(r).r € R(alse) A
k>0= (k=10 (1), h5(l2)) € (e p)(w')).

R rd A
1 (rdse)U (w)

e effsﬁ;LRw < {l|rd € p} Ndom;(w A

) €
{l| wr, € p} Ndomy (w) C domR(wrsa>UA(w
{l'] al; € p} Ndom; (w) C dom R(dle)UA(

) A
{l|rdg eV wrepVale p}\domg(w) C dom(h).

~

w

Figure 8 Six auxiliary definitions. The environment transition and self transition relations are
defined for IT#A, R: TUA < |w|, A C dom(w) and R(II UA)# A. The triple-split relation
has the same prerequisites. The precondition relation is defined for R : RV —p, |w| injective
with © UFRV(e) C dom(R). The postcondition relation additionally requires w’ J w such that
dom(w) N R(©) C dom(w'). Finally the actual-effects relation expects R : RV —g, |w| injective
with FRV(¢) C dom(R) and A C dom(w).
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4 Applications

4.1 Parallelization Theorem: Disjoint Concurrency

We now explain our Parallelization Theorem, which gives us an easy way to prove properties
about the common case of disjoint concurrency, where disjointness is captured using private
regions and effect annotations.

» Theorem 8 (Parallelization). Assuming that

1. TLA|-|Tke:m,er,

2. H,A|-|F|_€22’7'2,€2,

3. rdsey Uwrsey Urdses Uwrsey C A,

4. rdsey Nwrsey =rdses N (wrsep Ualsey) = wrsey Nwrseg = 0,
the following property holds:

I A|T E(e1,e2) = pareg and ez : 7 X To,61 U éa.

Intuitively, item 3 keeps the environment from detecting anything, and item 4 prevents the
two computations from talking among themselves, thereby making them independent; the
alse; in item 4 is a technicality that we cannot do without. We showed a concrete simple
application of this theorem in the Introduction. More generally, example usage includes
situations where we operate on two imperative data structures (say linked lists or graphs);
if we only mutate parts of the data structures that are in different regions, then we may
safely parallelize operations on the data structures.

The masking rule makes it possible to do more optimizations via the Parallelization
Theorem: Consider, for simplicity, the familiar example of an efficient implementation fib
of the Fibonacci function using two local references. We can use the masking rule to give it
type and effect int —;" int, (). This allows us to view the imperative implementation as pure,
and thus by Theorem 8 we find that it is sound to optimize two sequential calls to fib to two
parallel calls. This may sound like a simple optimization, but the point is that a compiler
can perform it automatically, just based on the effect types. It also underlines how we are
able to reason about more involved behaviors of concurrent threads, even though the type
system provides only rough bounds on interference through the private-public distinction.

The proof of the Parallelization Theorem is quite tricky. Please see the appendix for an
informal overview of the proof and the technical details.

4.2 Non-disjoint Concurrency

We now exemplify how our logical relations model can also be used to reason compositionally
about equivalences of fine-grained concurrent programs operating on public regions.
Consider the following type

_ . p,0
T = ref jint ', wr,}
of functions that take an integer reference in a public region, possibly read and write from

the reference, and return unit. The following two functions

funinci(z). lety =!zinlet z =y +1in and funincy(z). atomic (z:=!z + 1)
if cas (z,y, z) then () else incy (x)

both have type 7. (We have allowed ourselves to use a standard conditional expression; 1
corresponds to true and 0 to false.) Both functions increment the integer given in their ref-
erence arguments; inc; uses the fine-grained compare-and-swap to do it atomically, whereas
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inco uses the brute-force atomic operation. Using our logical relations model, we can prove
that inc; and incy are contextually equivalent:

pl|-|-Fincy ~incg:7,0. (1)

Hence, replacing inco with inc; in any well-typed client gives two contextually equivalent
expressions. Thus our logical relation models a form of data abstraction for concurrency
(where we abstract over the granularity of concurrency in the module).

We now show how to use the equivalence of inc; and incy to derive equivalences of two
different clients using the fine-grained concurrency implementation incy.

To this end, consider the following two client programs of type

- p0 : p.0 .
o=71 " ref,int ~lrdy,wryy MG

funcy(inc).An.incn;incn; !n  and funce(inc).An.(par incn and incn); In

Note that c¢; makes two sequential calls to inc, whereas cy runs the two calls in parallel.
Because of the use of compare-and-swap in inc;, we would hope that the ¢; inc; and cgincy
are contextually equivalent (in typing context p|@|®). We can prove that this is indeed
the case using compositional reasoning as follows. Using our logical relation, we prove that
¢y incy is contextually equivalent to coinca, i.e.,

. . . 0 ;
pl-|-Fcrincy = cyincy : ref jint —>?po,wp} int, . (2)

Finally, we conclude that cq incy is contextually equivalent to coincy by transitivity of con-
textual equivalence (using (1), (2) and (1) again for the respective steps):

C1iNCy & €1iNCy & CoiNCy = Coincy

This proof illustrates an important point: to show equivalence of two clients of a module
implemented using fine-grained concurrency, it suffices to show that the clients are equiv-
alent wrt. a coarse-grained implementation, and that the coarse-grained implementation is
equivalent to the fine-grained implementation. This is often a lot simpler than trying to
show the equivalence of the clients wrt. the fine-grained implementation directly. We can
think of the coarse-grained implementation of the module (here incy) as the specification of
the module and the fine-grained implementation (here incy) as its implementation.
The formal proofs of (1) and (2) follow by straightforward induction.

5 Discussion

Gifford and Lucassen [11, 12] originally proposed type-and-effect systems as a static analysis
for determining which parts of a higher-order imperative program could be implemented
using parallelism. Here we are able to express the formal correctness of these ideas in a
succinct way by having a parallel construct in our programming language and establishing
the Parallelization Theorem.

In Section 4.2 we showed how contextual equivalence can be used to state that compare-
and-swap can be used to implement a simple form of locking, and how our logical relations
model could be used to prove this statement. We believe that it should be possible to give
similar succinct statements and proofs of other implementations of synchronization. For
instance, we are currently working on a similar relational specification and correctness proof
of Peterson’s mutual exclusion algorithm, which involves (for succinctness of specification)
extending the language with a primitive notion of critical section.
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As mentioned earlier, we have deliberately used the same definition of worlds here as
in [20]. As discussed there [20, Section 8.2], this notion of world has somewhat limited
expressiveness: the only heap invariants we can state are those that relate values at two
locations by a semantic type. To increase expressiveness, it would thus be interesting to ex-
tend our model using ideas from [9], where worlds are defined using state-transition systems,
and then investigate more examples of equivalences.

Recently, Liang et. al. [10] have proposed RGSim, a simulation based on rely-guarantee,
to verify program transformations in a concurrent setting. Their actual definition [10, Defi-
nition 4] bears some resemblance to our safety relation; indeed, an early draft of loc.cit. was
a source of inspiration. They have no division of the heap into public and private parts,
instead they give a pair of rely and guarantee that, respectively, constrain the interference of
the environment and the actions of the computation. Their approach is essentially untyped;
one point of view is that we ‘auto-instantiate’ the many parameters of their simulation
based on our typing information. They consider first-order languages with ground store;
this obviously keeps life simple, but the example equivalences they give are not.

Our simple example of data abstraction for concurrency in Section 4.2 suggests that
there could be a relationship to linearizability. In [28], Filipovié¢ et. al. show a formal con-
nection between linearizability and simulation relations, for a simple first-order imperative
programming language. We intend to explore whether a similar kind of formal relationship
can be established in our higher-order setting.

6 Conclusion and Future Work

We have presented a logical relations model of a new type-and-effect system for a concurrent
higher-order ML-like language with general references. We have shown how to use the model
for reasoning about both disjoint and non-disjoint concurrency. In particular, we have proved
the first automatic Parallelization Theorem for such a rich language.

In this paper, we have focused on may contextual equivalence. Future work includes
investigating models for must contextual equivalence. Since our language allows the encoding
of countable nondeterminism, must equivalence is non-trivial, and will probably involve
indexing over w; rather than w [29]. Future work also includes extending the model to
region and effect polymorphism, as well as the extension to more expressive worlds, and to
other concurrency constructs such as fork-join.

In this paper we have used logical relations for reasoning about contextual equivalence
for a concurrent higher-order imperative language with a type-and-effect system. In the
future, it would be interesting to explore also the application of other methods, such as
bisimulations and game semantics.

The authors would like to thank Jan Schwinghammer and Xinyu Feng for discussions of
aspects of this work.
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A  Appendix
A.1 Typing of Contexts

As usually, typing rules for contexts are simple extensions of the type basic type system.
It is, however, interesting to observe the region dynamics in the analogues of masking and
parallel composition rules, since these allow contexts (when read top-to-bottom) to “kill off”
private regions and change public regions into private ones. Selected rules are presented in
Figure 9.

[]: TM|A|TFT, )~ (L|A|T T, ¢)

C:(IT|A|T k7))~ (I'|N,p|T' 7', &)

C:(II|AITFT &)~ (IU'|A T 7' —p)

C:(IT|A|T k7, e)~ (I',A|-|T' 7, &1) A |- |T'Fe: T, e

par Cand e: (II|A|T k7, ¢) ~ (IU'|A|TV 7y X T2, €1 Uga)

C:(MA|TE7e)w (I[N Fr -0 7 e)) WA |Tke:n, e
Ce:(II|AITFT, &)~ (IV|A|T'F 1, e1 U Ug)

C:(A|THT, &) (NN [T Fr,e) AT Fe:n -0 m e
eC:(II|AITFT,e)~ (IU'|A|T' F 79, 61 Ueg UE")

C:(IT|A|TkT7,e)~ (I'|AN|T, fimy —)E’ATQ,:C:TH—TQ, g')

fun f(2).C: (L[ AT F 7, &) ~ (I[N [T/ F 7y =5 7, 0)

(p & FRV(I", 7))

Figure 9 Selected typing rules for contexts

A.2 Well-definedness of Interpretation of Types

As explained in the main text, we import the worlds and types of Thamsborg and Birkedal
[20] wholesale; hence their non-trivial construction is for free. The details of the construction,
including metric prerequisites, can be found in Appendices A.1 and A.2 of the long version
of loc. cit.; it is available online.® Thus it only remains to verify that interpreting a syntactic
type actually gives a semantic ditto.

In metric terms, this means that for any syntactic type 7 and any R : RV —g,, RN with
FRV(7) C dom(R) we must have

[7]® € T =W =0, URel(V),

i.e., it should map worlds to indexed, downwards closed relations on values in a non-expansive
and monotone manner. To prove this, we need two lemmas on the pre- and postcondition
relations:

» Lemma 9. We have P?’R w € URel(H). And for wi,ws € W with w; L woy we have
PO w, Z POE wy as well.

! yww.itu.dk/people/thamsborg/longcarnival .pdf
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» Lemma 10. We have Q2% w,w' € URel(H x H). And for wy,w), wo,wh € W with
w1 = wy and w) = wh we have QT wi, wi = QF wy, w) too.

The proofs a quite straightforward. Then, by simultaneous induction, we can prove the
following two propositions and we are done:

» Proposition 11. We have [7]* € T.

» Proposition 12. For wl,wl,wQ,wg € W we have that w$ = w$ together with w; = ws

HAAR HAAR

implies safe,’ ws,wy = safe] wy, Wa.

A.3 Instrumented Operational Semantics

(Elproj; (v1,v2)] [ h) = (Elvi] | h)
(E[(fun f(z).€) v] | h) =y (Ele[f:=fun f(z).e,z:=v]] | h)
(E[refv]| h) —%all} (E[l]| bl = v)) if I ¢ dom(h)
(E[l:=v]|h) —>}wn} (E[O] | hll:=v]) if I € dom(h)
(E[M]|h) H%rdz} (E[h(D]|h) ifle dom(h)
(Elpar v1 and vo] | k) =y (E[(v1,v2)] | h)
(Blcas (1,m1,12)] 1) —L oy (E[1] | Blli=nz])

if | € dom(h) and h(l) =
(Elcas (I,n1,m2)] [ h) =,y (E[0]] 1)
if | € dom(h) and h();«énl
(E[atomic €] | h) =" (E[v] | W) if (e|h) %u (v]h)

(E[atomic e] | h) —>g (E[atomic e] | h)

(e|h) > ( |h) <= e=€e ANh="H
(e|h) > "(e" B') = (e|h) =" (¢'| 1) A

2

(el|h/) 322 (6"|h”) A
n=mny+nz Ap=pU/pus.

Instrumented operational semantics is presented above. (e|h) —, (¢'|h') is defined for
e,/ € EwithFV(e,e') =0, h i eH,n>1and pC{al |l € LIU{wn |le L}U{rd |l €
L}; the starred version additionally permits a zero as superscript. Note that (e|h) — (e’|h’)
if and only if there are n and p such that (e|h) =7 (e'[R').

A.4 Proof of May-Equivalence Theorem

Theorem 3. Assume that |- FE e1 < ey :int, @ holds. Take any hi,hy € H. If there
are €}, b} with (e1 | hy) — (€] |h’) such that irr(e}|h}) holds, then there is n € Z such that
¢\ =n and hYy such that (ey | ho) — (n, hb).

n

Proof. Pick, by assumption, n € N such that (e |h1) — (€} | h}). We name the configu-
rations in this multi-step reduction (e{ | hY), (e} | ki), ..., (e} | A}) in order, i.e., such that
(e1|h1) = (eF | h}) — (e [ hy) — -
— (el [ hy) = (e1 | h).
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For each of these standard reductions, there is a corresponding instrumented reduction. This
means, that we can pick ni,neo,...,n, € N non-zero and p1, pto, ..., 4, such that

(e [AY) =yt (ex [ hy) —pz - —pr (e} [ A7),

1251 M2 Hn

For convenience, we furthermore write N,, = Z?:m L1 for each 0 < m < n.

Now let a € N be the required number of anonymous regions according to the definition
of the logical relation, and let w € W be any world with a empty, live regions and nothing
else. We now prove by induction that for all 0 < m < n the following holds:

e, hy,w'. (€2 ha) = (€3] ha) A
dom(h") D dom;(w’) A dom(h)) 2 domg(w') A

0,0,d ,0
(Now, [, 1], €7, €, {”,h’z)6safemt@0m(w) w,w'.

The base case is easy by the definition of the logical relation: Pick e} = es, hl, = hg, and
w’ = w and apply the assumption that - |-|- | e; < eq :int, 0.

For the inductive case, let 0 < m < n and unroll the assumptions for m — 1: we have e},
Yy, w' with (ez | he) +—— (e | hb) and dom(R*~1) D dom; (w'), dom(hb) D domy(w’), and

(N1 [1. [ €L eh h Y ) € safeln om0 .

By the overall setup, we know that (e"~* | A" 1) —7m (ef" | hi") and the progress branch of

*

safety provides for us: There are ef and hf with (e} | h’2) —— (&4 | hY) and hence (eg | ha) —
(e5 | hY). There is w” with dom(h}*) O dom; (w”) and dom(hY) O doms(w’) and, finally,

(Nm) []’ [] ein7 62, h//) c Safelﬁ:]t@@dom(w ),@w7w//.

We have now finished the induction proof; all that remains is to observe that the property
proved implies the overall goal in the case m = n by the termination branch of safety. <«

A.5 Properties of the Pre- and Postcondition Relations

» Lemma 13 (Precondition Separation). Assume that we have II# A, hy = f; {domR(A)(w)’
1
g1 = f1 rdom?(n)(w)’ hg = fg rdomg(A)(w) and go = fg rdomgm)(w)' Then it holds that

(k, by, ha) € P w A (g1, 92) € PR w
<~
(kaflan) € PSHUA7R w

» Lemma 14 (Postcondition Separation). Assume that we have IL# A, hy = f1 [, m"‘“‘)(w)’
g1 = fl {domR(H)(w)’ hy = f2 [domR(A)(w): g2 = f2 {dommn)(w)’ h = fl rdomR(A)(w/y gl =

f{ rdomR(n)(w’)’ f2 dom R(A) w’) and g2 f2 dom R(H) . Then

(kyhy, ho, B, b)) € QM w w' A

(kvglag%gllagé) € QER ’U/,’LUI
<

(k, f1, fa, f1, f3) € QXM w, 0.
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» Lemma 15 (Precondition Composition).

(k, b1, ha) € POBw A (K, by, ho, by, hYy) € QO B, w'
o
(k, by, hly) € POy,

» Lemma 16 (Postcondition Composition).

(K, hay ha, By, hy) € Q2 Raw, w' A

(k, hy, by, b, ) € Q2T w”
—

(k,hayha, B Y)Y € QO Raw, w”.

A.6 Some Cases of Proof of Compatibility

Lemma 5. II|A,p|T E e <ey: 7, impliesII|A|T E e < ey: 7, e— p provided that
p ¢ FRV(T, 7).

Proof. Let a € N be the required number of anonymous regions from the assumption. To
prove the desired, we unroll the definition of the logical relation: choose a+ 1, pick arbitrary
ke N, w® € W, R:TTUA — |w°|, A° C dom(w®), v1,72 € VI'l and h$, hS, b2, hy € H.
Assume that R(FRV(e — p)) C dom(w®), A°# R(IIU A), |A°| > a, Vr € A°.w°(r) = 0,
(k°,v1,7v2) € [T]Fw®, by C RS, hi C hS, and (k°, h°, hY) € Pg;iwo. We must show that
(k°, 12, B, ey /T, ealya /T, b5, hg) € safell Mo Fue e,

We need, obviously, to make use of the assumption of the lemma. To do so, we claim
that to have

/ / IILA,A,R
(k, by, hy'se1, ez, ha, ho) € safe; 20w, w (3)

it suffices to know that

(]42, /107 /207 €1, €2, hl, hg) S Saf(f:g’;‘’p’A\{T}’R[p)_W]wo7 w (4)
whenever r € A holds. Observe first, that if we can prove this, then we are done by an easy
application of the assumption of the lemma. So all that remains is to prove the claim; this
we do by well-founded induction on k € N.

Assume that the claim holds for all naturals strictly less than k € N; we will try to
prove it for k. To prove (3) we proceed to unroll the definition of safety. Pick arbitrary
j<k,w € W and g1, g2, f1, fo € H. Assume that the prerequisites hold, i.e., that we have
envtran'™ A E w w' (4,91, 92) € PEHLIE w' and (g1, h1, f1,92,he, f2) € splits™ AR 7
Before we look into the termination and progress branches, observe that the w’ and the
g1, 92, f1, f2 match the prerequisites of safety for (4) as well, since R(A) UA = R[p —
F(A,p) UAN {r}.

So we follow the termination branch and assume that irr(e;|g; - b1 - f1) holds. From (4)
we get e5, w”| hY, hY, gi and g5 with properties aplenty:

(ealgz-ho- fa) = (eh]gh - hb- fo).

selftran'l A/ AT BRI 0 0,

0= A\ {r}) Nndom(w")) U (dom(w") \ dom(w")).

g1-h1=gihi.

(g4, 1, f1, Gb iy, f) € splitsToA0-Rlor]
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(J.er.e2) € [ (w).

(j, 91+ 92. 91, 93) € QEFP= T

30y C By by C R (5, b, B 1Y hy) € QP TIPT we .
Now note that we must have r € dom(w"”) and so we define the world w"’ by w"” —,qsk(r)
w', i.e., we kill off region 7. So we need to discharge a number of obligations; most are
straightforward, but the type of the resulting expressions as well as the postcondition on

the local heaps take a bit of scrutiny: Note first that we have

"

[[T]]R[p»—w] (w//) C [[T]]R[p?—)’l‘] (w///) _ [[T]]R (w//)

by type monotonicity and since p ¢ FRV(7); this means that the resulting expressions are
indeed well-typed. Now define heaps hf C h} and hY C h} by demanding that dom(hY) =
dom?(A)(w”’) and dom(h}) = domg(A)(w’”), i.e., we restrict to the private parts of the local

heaps, not including the locations (formerly) in region r. One easily verifies that this gives
(4,55, 3, b, ) € Q2w w'™

and the termination branch is done.

Finally we get to the progress branch: we assume that there are e/, h;, @ and n < j such
that (e1|g1-hi- f1) =) (€1 ] hl). From (4) we get eb, w”, A', b}, hb, ¢}, gb with a range of
properties:

(e2lg2-ha- fo) = (eh ] gh -y fo).

selftran'l A/ AT BRIy 0

A" = (A\ {r} Nndom(w")) U (dom(w") \ dom(w")).

hJ{:g/l'h/l'fl-
pe eﬁ'S?thR[PHT‘] w'.

HiST

(gllﬂ h’/la fla gl2a /2a f2) € SplitSH,A,p,A/,R[p*—H“] w'.

(G =1 01,92, 91, 95) € QU ! w”.

(j —n, W 5 €], eh, h, hh) € safeE”EA’p’A/’R[pHT] we, w'”.
Now we must have r € dom(w”) and letting A” = (A Ndom(w”)) U (dom(w”) \ dom(w"))
gives r € A" as well as A” \ {r} = A’. With A” as the choice of new anonymous regions,
the obligations in proving the termination branch of (3) are easily met; we just remark that

we rely on the induction hypothesis to establish

el el !

. ’ N ILAA" R o 1
(j —n,h°, Ry e}, e5, h], hy) € safe w®, w".

T,E—p ’

<

There are many details to the proof, but the idea is simple: we simultaneously view the
computation in two ways, both with p as a private region and with p masked out. From the
safety of former, we then get safety of the latter. In the masked out case, p is no longer a pri-
vate region variable and the region name r associated with p joins the anonymous regions. In
most cases, however, (region names associated with) private regions and anonymous regions
are treated the same, so there is work to do only when anonymous regions are considered in
isolation.

Lemma 6. -|ILA|T E e; <X ex: 7, e implies II|A|T = atomic e; < atomic ez : T, € if
alse Crdse Nwrse.
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Proof. Let a € N be the required number of anonymous regions from the assumption. To
prove the desired, we unroll the definition of the logical relation: choose a, pick arbitrary
E° €N, w® e W, R: TTUA — |u°|, A C dom(w®), 71,72€V‘|andh S,hi°, by €
H. Assume that R(FRV(¢)) C dom(w®), A# R(ILUA), |A] > a, Vr € A.w (r) = 0,
(k°,v1,7v2) € [T]Fw®, b C RS, hy C hS, and (k°, h°, hy) € PAFw°. We must show that
(k°, hY°, b, atomic ej[v1 /T, atomic ex[y2/T, kS, h3) e safeH A4, Rwo,w".

We need to generalize a bit to handle the loopy behav1or of atomic: we prove that for

ILA,A,R

any k < k° and any w € W with envtran w®,w we have

(k, h'?, hYy, atomic e [y1 /T,
atomic ea[y2 /T, hT, h3) € safeH MAR e .,

This we do by well-founded induction on k. Unroll the definition of safety. Pick arbitrary
j <k, w €W and g1, g2, f1, fo € H. Assume that the prerequisites hold, i.e., that we have
envtran™ M w w' (G,g1,92) € PP w and (g1, Ry, f1, 92, ha, f2) € splits™M AR
Atomic commands always have the possibility of looping; hence we need not consider the
termination branch. So we get to the progress branch: we assume that there are e}, hI, 1
and n < j—1 such that (atomic ey [y1/T] | g1-h1- f1) =p+" (e | hl) and we must match this.

Observe first that envtran™*4: % 4,° ' holds. If, now, the configuration loops to itself,
we take no steps on the right hand side and conclude with the induction hypothesis. So we
are left to consider the case where (e1[v1/T]| g1-h1- f1) i)Z (¢)|hl) and ¢} € V. Let m € N
be the number of reduction steps, we name the configurations (€9 | hY), (el | h1),..., (eT* | hT*)
in order and pick ni,ns,...,n, € N non-zero and pq, ps, . . ., iy such that

(ex[1/T1] g1 hy- fr) = (€} | h}) =yt (ex|hy) —p2 -+
—pm (el [ ') = (e1 | k)

withn=n; +nes+---+ny and = gy U po U -+ - U . For convenience, we furthermore
write N; = Z:ZH_I n; for each 0 < j < m.

It is time for the crux: for any 0 < j < m there are w”, A’ C dom(w"), hf, e, b such
that

(e2[v2/T] [ g2 - ha - fo) — (e3 | hy - f2)

selftran A4 4

W f=h

j R(ITUA R(TTUA Al

U i\ (dom ™ () \ dom} ™ ’( ) € effs?;w”

([]7 h’llv fla [] h/27 f2) € SplltS LA AT R

(Nj+j—n,01-h1,92- hg,el,eQ,hl,hQ) € safe; ’HA ALR !
Notice the abuse of notation in item four: we do not really remove locations, we remove any
actual effects tagged with the listed locations. The base case follows from the assumption
of the lemma; the induction simply by unrolling the safety. In the end, we are able to use
the properties in the case j = m to produce a right hand side reduction in the overall proof.
There are many details to this; here we just remark that it would be more more pleasant to
have

Uﬂzeeﬁ's i w”

as item four. Unfortunately, that would break in the inductive step, and we are stuck with
the more complex version, which again forces the side condition on the rule. |
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Lemma 7. ILA|-|T = e; <ey:7 e and ILA|-|D = el < el : 7, el together implies
II|A|T = par e; and el < par ey and el : 7 x 71, e Uet.

Proof. Let a1,as € N be the required numbers of anonymous regions from the respective
assumptions. To prove the desired, we unroll the definition of the logical relation: choose
a1 + as, pick arbltrary ke N w e W, R: TUA < |w°|, A° C dom(w®), 71,72 €
VIl and RS, hS, hie, by € H. Assume that R(FRV(e — )) C dom(w®), A°# R(IT U A),
|A°] > ay + ag, Vr € A% w(r) = 0, (k% v1,72) € [[]%w®, h° C hg, and (k°, W7, hYy) €
Pé\lﬁgz w®. We must show that (k°, b}, h?, par e, and e [fyl/F}, par ey and el [y2 /T, hS, h3) €

ILA,A°R
T1 XT2,61Ue2

We need, obviously, to make use of the assumptions of the lemma. To this end, we claim
that to have

safe w®, w°.

(k, b, b, par ef and €?, par e} and €3,

hy - hl-h3, hy - hy - h2) € safelll:A082 1 0 (5)

T1 X T2,61Ue2 ’

it suffices to know that

(k hi, hs) € P?faQ w (6)

(b, b, 1 by ho) € QAL w,w (7)
(k,0,0, 61,627h17h2) € safeElUEAI’ AR 10 (8)
(k,0,0,¢e2,e2,h% h3) € safeHUA’ AR 0 4y, (9)

whenever A;# A, and dom;™? (w) C dom(hg ) holds. Observe, that if we can prove this,
then we are done by splitting A° into two parts of appropriate sizes followed by an easy
application of the assumptions of the lemma. The remaining part is to prove the claim, this
we do by complete induction on k.

Assume the claim holds for all naturals strictly less then & € N; we will now prove
it also holds for k. To prove 5 we unroll the definition of safety. Pick arbitrary j <
k,aw' € W and ¢1,90, f1,fo € H. Assume the prerequisites hold, i.e., that we have
envtran ™M AUAZ R o, 0! (5 g1 ge) € P51u€2 w’ and (g1, hy - h} - h3, f1, 92, ho - hd - 13, f2) €
splits/lAA1UAz R
as the public part of the heap, and adding the spare private part to the frame.

We follow the termination branch first, and assume that irr(par el and €%|gy - hy - hi-h?).
This means each of the subexpressions is also irreducible so from safety assumptions we
learn, among other things, that e}, e? € V. However, this means that (par e} and e?|g; - hy -
hi-h2) — ((el,e2)|g1 - h1 - hi - h?), which contradicts the irreducibility assumption.

For the progress branch, we are left with three possibilities of reduction: either both

w’. Observe that we can instantiate assumptions 8 and 9 by taking g; - h;

el and e? are values, or the reduction happens inside one of them. We omit the case for
reduction inside €2, since it is completely symmetric to the one for el; the other two cases
follow.

Assume that (e1 | g1 -hi-hi-hi- f1) =7 (ef! | A1) for some n < j. From 8 we get e, w”,

L hh, gt gb, Bt and byl along with the followmg properties:
(62|92 ha - hy - h3 - f2) =" (e3'|gh - hy - hy - 13 - fa),
selftran™AALR o/
= (A1 Ndom(w")) U (dom(w") \ dom(w")),
hi =g} KR it b3 fu,
e effsE h’1 w’
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sy JIUA,-, A
(gll {Lvhalafl'h%agé' é,hél,fg-hQ)ESplltS Ve 2’Rw/lv
. IIUA,R
(G =91 -hisga-ha g1 - Py, 05 - o) € Qe W' W,

(5 —n,0,0, e, bt it R2) € safeELfsAl"’A”R w®, w”.
Obviously, we can now replay the reduction sequence for the whole right-hand-side expres-
sion. By postcondition separation and postcondition weakening lemmas, we can also split
up the postcondition into separate parts for IT and A, the first of which is needed by progress
branch. The other obligations of the progress branch are simple, leaving us with the final

safety requirement: (j — n, h°, Y, par ef' and e?, par €4} and e3,h) - it - h3 hh - B - h3) €

safefl’i\;’::leféjf we,w”. Thls follows by induction hypothesis, since n > 0, if we can show
the four assumptions. 6 and 7 hold due to downwards-closure and composition lemmas for
pre- and post-condition, and the A part of the assumption above, and 8 we have verbatim
as an assumption. This leaves us only 9 to show. To show it, notice that safety is both
downwards closed in the step index, and closed under environment transitions and observe

IIUA,-, A5, R

that we have envtran w,w” by composing the two world transitions above. This,

in conjunction with the original assumption, suffices to finish this part of the proof.
The final case we consider is when ej,ef € V and (par e1 and ef|gy - hy - b - h]) =
et e?) | gi-hi-hl-h?). In this case, we start with instantiating 8 and from the termination
€119 171 g
branch obtain:
(e3lg2 ~ ho - hg - h3 - f2) =" (e5']gh - By - hy - hi - fa),
selftran™ A ALER o/ 4
0 = (A1 Nndom(w")) U (dom(w”) \ dom(w")),
gl~h1-h%:gi~h/ -hll,
(Jie1,ey) € [Tl]] (w"),
(jsg1-h1.g2 - ho,gh - b, gh - ) € QEONE W .
Now, with the new heaps, we can instantiate 9, and get:
(€31gh - By - hy - h3 - f2) =" (e|g5 - hy - By - h - fa),

TIUA,-,A2,R

selftran w” ,w"

0 = (A2 Nndom(w")) U (dom(w") \ dom(w")),
l'h/ 'h2: //'h”'h/128

(js e ef) € [r] " (w™),

IIUA,R
(4,91 - 1,95 - by, g - B, g5 - h/,)EQ . w”,w'.

Now we can build the complete reduction for the right-hand side: (par e} and €3|gs - ho - h3 -
h3- fa) —* ((e4, )| gy - hy -hit-hiZ - f2), and prove the rest of the required obligations: self-
transition out of the composition of the two given, postcondition of public heap fragments by
postcondition separation, composition and weakening, and the rest by simple manipulations.
This leaves the final safety of two pairs to be proven. We unroll the definition again,
taking ¢ < j — 1, this time only considering the termination branch, since the left-hand
side is a value, and do not do any reductions. This leaves us with proving two interesting

obligations. The first one is (i, (e}, €2, ,) (e}, e2)) € [ x 2] (w). However, since w' 3

w'’, we can easily show this by definition of the denotation of product types, downwards-
and future-world-closure, and the value assumptions obtained above. The other interesting
obligation is showing the postcondition for the local, A part of the heap. This is done by
using postcondition separation, composition and weakening on the postcondition properties

obtained from assumptions and by assumption 7 itself. <
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A.7 Proof of the Parallelization Theorem

The proof of the Parallelization Theorem is quite tricky. We sketch the idea of the proof
in the next section, then proceed with the technical formulation of potential safety and
Catch-up Lemma, as well as formal proofs, in the subsequent one.

A.7.1 Informal overview

The left-to-right direction of the theorem is not too hard, intuitively since sequential se-
quencing clearly can always be mimicked by parallel reduction. Thus, the hard part of the
proof is to show the direction

H\A|F):par e1 and €9 ,S¢ <€1,€2>I7’1X7‘2,€1U€2. (10)

The challenge is that if we take a step of reduction on the left, then we cannot always
immediately mimick it on the right, because if it is a step in (a derivative of) ey then we
might not be ready to make it on the right, since we haven’t yet started reducing in e; on the
right (we only start reducing e; on the right when we are done with all the e; reductions).

We address this issue by formulating a notion of potential safety to relate (a derivative
of) ez on the left with (a derivative of) es on the right. Safety, and also potential safety,
really involves configurations (expressions and heaps) rather than just expression), but to
keep the overview, we will continue just using expression notation in the high-level sketch
here. Potential safety of e; and €; then allows €5 to catch up by doing some reductions to
reach &), and then e; and &, should be safe (in the usual sense).

The idea of the proof of (10) is then to show (for suitable ej, €1, e2, € satisfying
conditions corresponding to those in the parallelization theorem) that

safe(ey, €1) A potentially-safe(es, €2)
= safe((par e; and eg), (€1, €2))).

(11)

Now, for this to work, potential safety actually needs to allow for some transitions by e;
and é; — and the context — but regulated by the overall assumptions regarding effects,
etc., of the parallelization theorem. Thus potential safety of e; and é; actually says that
for any good (in the sense that it is governed by overall assumptions regarding effects, etc.)
pair of transitions, 8 and 3, going from ey to €) and €; to é; respectively, there is some
sequence of catching-up reductions, call them ~, that reaches a e’s such that e}, and &} are
safe. Diagrammatically:

pot. safe _
€2 €2

| I~
8| ¥

/ =
€9 €9

To show (11), we proceed by induction on the index used in the safety predicate. There

~

™
o~

are three cases to consider, corressponding to possible reductions of par e; and es. The
case where e; reduces is not too hard since we have defined potential safety to accomodate
such reductions (the §’s). The case where e; and es are both values is not too hard either,
intuitively since we can just run é; until we reach safety with es at which point the proof
becomes simple. The case where es reduces, say to € by a reduction «, is more tricky. We
proceed by showing potential safety of e} and é; (argument outline follows below), and that
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Figure 10 Proving parallelization: recovering potential safety after o transition.

e1 and €7 stay safe (this follows from the assumption on effects, etc.), which allows us to
conclude by induction.

The argument for the potential safety of ef, and €, is outlined in Figure 10 By assumption
e2 and é5 are potentially safe, as depicted by the topmost arrow, and we need to show the
potential safety depicted by the dashed arrow. Hence we consider any 5 and /3 as shown, and
we need to show that there exists a catching-up reduction 7/ from é; to é5. By properties
of the instrumented operational semantics, we can commute a and § to get 3 and af, as
shown in the diagram (essentially, this is Lemma 2). Hence by the assumption of potential
safety of eo and €5, we get safety of eg and &), as shown. Using this safety and the af
reduction, we get a reduction &' and the final required safety of e’ ; and €. Thus the
required catching-up reduction 4’ is v followed by &'. Note that the latter makes intuitive
sense; we did a reduction on the left in es and now we have correspondingly extended the
catching-up reduction to be done on the right.

Formally, the Catch-up lemma in Appendix A.7 gives the precise formulation and proof
of (11); item 3 in that lemma gives the precise technical formulation of potential safety.

A.7.2 Technical details

We start by stating and prooving the catch-up lemma mentioned in the explanation in the
paper, that covers most of the proof of the theorem.

» Lemma 17 (Catch-up). Assuming that
1. (k,h1,ha) € P2E

~ TIUA,, A1, R
2. (k,0,0,e1,e1,h11, hi2) € safe; 2w w and

3. for any gl,g%th;fl,fg,w’?j < k such that
envtran'VA A28 ) 4
(g1 - h{, har, f1, 92 - hY, 0, fo) € splits™A A2 o
(j, hiy ho, B, RY) € Q27 w,w!
there exist h', hb, g1, g5, haa, b5y, e~’1,w" such that

selftran™A A2 7 4

(€alh) - ga - fo) —* (ehlhhy - gh - hoo - f)
Wl g1-hot = W, 'gilil}llél
(/4?,91,92,9/1,9/2) € (Qag7 wlvw

"
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/ / AR | 11
(k,hi,hy) € PR w
- 10 o 1,/ / AR o "
(]7 1> 7025101 2) € Q51U€2 w-,w

N TTUA,-, AL, R, o , 1
(k,0,0,e2, €5, by, hao) € safe,, "> w®, w”,

~ ~ II,A,A1+A2,R
we have (k,h$, h3, par e; and eq, (€1, €3), hi-hi1-ho1, ho hig) € safe .7 102w, w, as long
asrdse;Uwrse;UrdsesUwrses C A, rdse; # wrseg, rdseq#(wrseg Ualser), wrsei # wrsea,

dom(h;1) D dom? (w), dom(hyz) D domy? (w) and domsy? (w) = (.

Proof. The proof proceeds by well-founded induction on k. Take any j < k, g1, g2, f1, fo, w1
such that

envtran!lAA1+4z.E

w, Wi

(j7g1792) € PE{LIJ%EQ w1

(g1, h1 - b1 - hat, f1, 92, ha - hio, fa) € SplitSH’A’A1+A2’Rw1
There are two branches to consider. However, par e; and ey can always reduce, so the
termination branch is trivial. In the progress case, we proceed by case analysis on the
reduction to get three subcases.
1. (e1|g1-hi-hir-hai- f1) =} (€} |hJ{)
In this case we can use the assumption (2), which we instantiate with j < k, g1 - h1, g2 -
ho, f1+ ho1, fo,w1. We need to show the prerequisites:

envtrantW4 41

w, w1, which holds by env-transition weakening
(J+1,91-h1,92 - ha) € PEIUA’R wi, which holds by assumptions, precondition com-
position, precondition weakening and future-world closure of precondition
(g1 - b1 hat, f1 - hot, go - ha, hio, f2) € splits™ A1 4 which holds by massaging
the assumption about splits.
From the progress branch we obtain the following properties:
(€1lg2 - ha - haz - fo) ¥ (eilgy - by - By - f2)
selftran VA ALR w1, Wa
Al = (A1 Ndom(ws)) U (dom(ws) \ dom(wy))

hi =g} Iy by f1-ha

AR
IS effsghh,11 Wa
’ /AN ’ o s1JIUA AY R
(91 - P, Wiy, f1- hat, g5 - By, o, fa) € splits P ws
HUA,R

(j—n,91-h1,92-ha, g} - By, g5-hy) € Q) Wy, W
(j — n,@,@,e’l,g’l, 11, hyo) € safe?lu,é}"’A/l’Rwo,wg
From these we can conclude that:
((€1,€2)|g2 - ha - hia - fo) —* ((e?l, €2)|gh - by - by - f2) (recall pairs of expressions is
syntactic sugar)
selftran'lA A1 tAz I w1, ws, by self-transition strengthening
Al + Az = ((A1+A3)Ndom(w2))U(dom(ws) \ dom(wy)), by self-transition restrictions
(g4, h] - By - hot, f1, G5, hY - Wlg, fo) € splitsH’A’AllJrAz’R ws, by massaging the splits
assumption

S eﬂ'SAllJrAQ’R by effs strengthenin
14 e1Uea,h) -k -hay w2, Dy els strengthe g

(j —1n,91,92,91,95) € Qg’&” w1, wse, by postcondition separation and postcondition
weakening
(j —n,hi,hh) € P?{R we, by postcondition separation and precondition composition

[UA, A2, Ry vy, by envtransition composition and relation of env-transition

envtran
and self-transition

(j —n,hy,ho, b hE) € Q?{R w, ws, by postcondition separation
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Since 0 < n < j, we can now use the induction hypothesis to discharge the final safety
obligation: we have already obtained preconditions (1) and (2), while (3) is closed under
the world transition that we have made (see the final two properties above).

(e2|g1-hi-hi1-hor f1) — ”(6/2|hT)

First, we need to establish that hl = gy - B) - hly, - fi - h11, dom(h}) = dom(hy), p €
effsA ﬁ/ wand (j—n, ki, ha) € Pé\lR . Thls can be obtained by using the assumption

(3), as follows. Take g1, g2, h1, ha, f1- hll, f2 - hia, w1,k < k as the universally quantified
variables in (3). We need to show:

envtran!VA A28

w1, w1, which holds by reflexivity
(g1 - hashot, f1 - b1, g2 - B, 0, fa - hia) € splits™ A 42 R 4y by massaging the splits
we have assumed earlier
(k,h1,ha, hy,hs) € Q?{R w1, wy, again, by reflexivity.

From this we obtain a bunch of properties, by unfolding safety. However, we are only

T
27

interested in a few, namely that h1 =gV Rt Ry fi - hyy, and p € eﬂ's Y: w’ and

selftran'™A A28t Let bt = P - hl - b2,

Now, as witnesses for the progress case, we take ea, w1, A1+ Ag, b} -h11-hbq, ha-his, g1, g2,

where iy = hi [y, o, and By =h{ Ty oo
(e2lga - ho - hya - f2) " (€2|g2 - ha - hia - f2) by reflexivity
selftran™™ A1 +42R ) 4 by reflexivity

RATUA) (1) It suffices to show:

dom;

hl = gy - By - hyy - Bhy - f1 by the restriction on actual effects (1) we know g; didn’t
change, and we have an assumption to finish this off
(g1, 1y - hay - By, f1, g2, ha - haa, f2) € splits™™ A1 H42 R 4, by assumption
1 € effs 2’}5'/ wy, since any region killed between w; and w' has to be in Aj, dom(Rf}) C
dom(h},), and we have an assumption for the other effects inside the world
(j —n,91,92,91,92) € QUL wi, wy by reflexivity,

so it remains to show that (j — n,h$, k3, par ey and €5, (€1, €3), h} - h11 - Ay, he - hi2) €

ILA, A +A . . . . .
A, A+ Aa,R w®, w1 holds. We can use induction hypothesis to prove it, provided we

Safe‘f‘1 XT2,61Ue2

show the three assumptions. The first one ((j — n, b}, he) € Pé\l’R wy) is simple, since
1 is confined to €2, the second one ((j — n, 0,0, e1, €1, hi1,h12) € safegltfé\l"’Al’R w®, wy)
holds by env-transition closure and downwards closure of safe. This leaves us the last
precondition to show. To this end, we take hI, hg,gi,g;, flT, fat,7 < j —n and ws, such
that

envtran w1, w2

(i, by, hoy BY,RY) € QY wy, ws

(91 : hJ{’ /21’ f{rvg; ) h; 0, f;r) € SplitSHUA).’Az7 w2
Now we can instantiate the original assumption (3) with hl[hT/h’] h2,gl,g27 f1 , f2 i<k

TIUA,-, A2, R

and wy, where the heap substitution notation means that any change (allocation or
update) from A to hl should be replayed on hy (this is well-specified, since dom(hy) =
dom(h})). We need to prove the following:
envtranVA 428 ) 1y by envtran-comp and envtran-weaken
(i, ha, ha, ha[hl /)], hY) € Qé\l’R w, wa, by definition of heap substitution, and assump-
tion
(g1 - iRl /0], hoy, £, g3 - 03,0, £1) € splits™A 42 ) by assumption, given that
dom(h}) = dom(ha[n}/n}])
By proving these properties, we obtain the following:
(k,hi, hY) € PER w

selftran'™VA A2, 7 W, W3
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<e3|h; 94+ f) =" (ehlhs g3 -hza - f3)

[h /h/] 91 ha —h1 gt hk,
(k, 91a92a91»92) € Q52 Wa, W3
( o hqi?hi) G Q51U52 wo,w:}
(g1

21a f17 S hoo, f3) € SplitsHUA*"A'zﬁRw
(k @ @ €2, 62, h21’ h,22) = SafegUEsz 7A Rw ,ws
Recall that p € eﬁ's;“Z}L, wy, and (ez| g1 -hy-har-hay - fi) =7 (eh | g1 -hy - By - fi-hia).

Hence, we can use Lemma 2 to get

(e2 | gl - ha[Rl/h] - ot - 1) =0 (eh | gl - hl - By - f),

which allows us to instantiate the safety predicate above. Note that this argument is
precisely the commutation of o and § in the explanation in Section 4.1 (cf. Figure 10).
We need to show:

!’
envtran!VA 42,8

ws, ws, by reflexivity
(4, g%,g%) € Pg’R ws, trivial, since rds ey #I1
(4, h%, hg) € P?Q’R ws, by assumption
(gip . hf{, h;l,fl ~hi - ff,g% . h%,hgg,f;) € splitsHUA"’A;"R ws, by massaging the as-
sumption.
These facts, along With the reduction step, give us the following:

selftranHUA’ Az, B s, wy

(igmi -gz-hm-m —" (e§lgg - hf - hby - £3)
Ql'h h/1—91 h h21

(9{ 1217if17g2 :th 22}f2) € Sfpllts oA R
(] —n,g;- h1a92 h2a91 h1a92 h ) € Q w3, Wy
(G —n,0,0,¢, el hi, hl,) € safellVA- AR

T2,€2
Now we can show the remaining goals:
TTIUA,-,A2,R

TIUA,-, Al
UA,,A3,R

wo’ Wy

selftran wsg, wy, by self-transition composition

(€219 - b - f3) — (5lgd - BL - by - 1), Dy transitivity

gl hhy =g] - h{ - hd,, by assumption

(j—n gI,g;,gl , g2) € QH R wa, Wy, by postcondition composition

(j—mn, h hf) € PA Ry, by precondition composition
(i,h hf) € QEIU82 w®, wy, by postcondition composition
(j—n 91 h1,92 h2,g1 h1,92 hf) € QHUA B ws, wy, by assumption

TTUA,-, Ay R
T2,€2

(4 —n,0,0,€5, €y, h21v h22) € safe
which ends this case.
(par e1 and ey |91 ~hi-hiy - hoy - f1) —>é ((61,€2> |91 ~hi-hiy-hot - f1)
This means in particular that irr(e;|gy - hy - 11 - ho1 - f1). We only need to consider the

case where j > 1. We start by using the assumption (2). We need to provide:
TTIUA,-,A1,R

w®, wy, by assumption,

envtran
(4,91 h1,92 - h2) €
(g1-h1, h11, f1-hot1, g2 -he, hia, f2) € splitsHUA"’Al’R w1, by massaging the assumption
about splits.

w,wy, by env-transition weakening
PEHlUA’R w1, by precondition separation, assumption and (1)

From the termination case we can now get:
(e1lgz - ho - haz - f2) =" (€}|gy - hy - by - fa)
selftran VA A2.R w1, Wa
g1 h1 hi1 = 91 h/ /
(91 - h, R, 1 haa, g5 h27 12, f2) € SplitSHUA"’@’R w2
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(J: 91,9295, 95) € QLT wy, wy

(4, h1,ho, B, RY) € Q?{R w1, W2

(j.er,€}) € [ra] ™ wo
Note that €] is irreducible, as it’s a value. At this point we can use assumption (3). We
need to show:

HUA"’A2’Rw,w2, by relation between self-transition and env-transition and

envtran

env-transition weakening

(J, hi1,ha, by, hY) € Qé\l’R w, ws, by assumption

(g - Wy har, fi - Bay, g - B, 0, fo - Byo) € splits™ 42 % 4, by splits above.
By these facts we are able to obtain the following:

selftranVA A2 R Wa, W3

(Galgh - hy - fo - i) " (chlg - 1§ - haa - fo - Ihy)
h/ gl h21 _h// // /21
(k, gla92191792) € Q527R W2, W3

( h//) PAR ws
(] o o h//) c Q51U52 w° ,ws
(k, @ (Z) 62,627h21,h22) € safeglfﬁz"’A?’Rwo,wg,

. TTUA,-, A/
(glll H /2/17f1 /117912/' 27h227f2'h/12)651311t5 D 27Rw3
Finally, we can instantiate the safety predicate obtained above. We need to show:

’
A A2 R s s, by reflexivity

envtran
(j. b, hy) € PR ws, by assumption

(4, 91 »92) € PH ws, trivial, since rds eo#11

(91 - b, By, f1 - Py, 95 by hao, fo - hys) € splits"VA A2 40 by assumption.

From the termlnatlon branch (by irreducibility of es), we get:

selftranHUA"vA[zva37w4
<ezlg h - haz - fa- ) " (cHlgy - by gy - fa - )
_h//_ "o /// h///' ///
21 =

(] gl,gg,gi”,gé”) €Q:; ws,w4
( // // //I hl//) e Q wg’w4
(]762a62) € [[7—2]] Wy
(g/ll/ . /// /2’17]01 . ’11;95/’ . /// /2/57‘]02 . /12) c SplitSHUA"’@’Rw

At this pomt we can finally prov1de witnesses and prove the remaining properties:
selftran' A A1+42. w1, Wy, Dy weakening and composition of previous self-transitions
((e1,€2)[g2 - ha - hiz - fa) —* ((61,62)|g”’ hy' - hGh - hiy - fa), by transitivity and
irreducibility of e}
0 c eﬁlsslu62 h/// h/
g1-hy-hi-ho = g”’ -hy{" - hy1- ’2'{, by congruence closure of equalities
(G By Bl By, gy By Bl - By, fo) € splits™™ % wy | by massaging the as-
sumption above

(j—1,91,92,97,94) € Qg’iz w1, wy, by weakening and composition of postcondition

Ly Was which is trivially true

assumptions
This leaves us with the final obligation to prove: (j — 1, k3, h3, (e1, e2), (€], 62> by
vnY Ry - bl € safel™ R 0wy To do this, we assume:

21 T1 X T2,61Ue2
envtranA0. R Wy, Ws
T IILR
(Z g1792) P61UEZ Ws

(glvhm , /2/15 flng’hW / /2/55 f;r) S SplitSH’Awwl'Rw
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Obviously, both expressions are irreducible, so we take the same values as witnesses.
Most obligations are proved by reﬂexwlty or assumption, the ones left are:
(i, {e1, ea), <61,€2>) € [r x )" ws, which holds by donwards- and future-world-
closure of type denotation, and definition of product types, and
(i,hs, h3, A" hY) € QElUE2 w®, ws, which holds by weakening, composition and down-
wards closure of previous postcondition assumptions.
This ends the proof.

» Lemma 18 (Parallelization). Assuming that

1. H,AHFFelSTl,E‘l,

2. H,A||F|—€22T2,€2,

3. rdsey Uwrsey Urdses Uwrsey C A,

4. rdsey Nwrsey =rdsey N (wrsep Ualsey) = wrsey Nwrseg = 0,
the following property holds:

I A|T E(e1,e2) = pareg and ez : 7y X 19,61 Uéa.
Proof. The proof consists of two parts, for two directions of contextual approximation. For
both these direction we need assumptions about e; and es, that follow by the fundamental
theorem of logical relations:

ILA|TEe <e 7,61 ILA||T Ees Xeg:To,69

1. To show: II | A|T = (e1,e2) < pare; and eg : 71 X 9,61 Ues.

We start this part, by taking a; and as, the witnesses from the logical relations above,
and setting a = a1 + a2 as the witness for the logical relation. Now we can assume the
initial conditions:

R(FRV(e; Ues)) C dom(w)

Ay + As#R(ITUA)

|A;| > a;, for i € {1,2}

Vr e A; + As. ’LU(T) =0

(k,71,72) € [T w

h$ C h;, for i € {1,2}

(1, 12,15) € AL w,

II,A,A1+A2,R
T1 X T2,61Ue2

What remains to be shown is safety: (k, h, h3, (el,ed), par e? and €3, hy, hs) € safe w,w,

where e{ = ¢e;[7;/T']. We can also use the initial conditions above to obtain:

(kv ®7 @ el 62 @, @) e SafeHU[}v JAi R w, w.

IR R R

We proceed by well-founded induction, keeping the additional assumption that (k, hq | dom™™ ()
1

P2 Tom mE) (4 )) € PEIU‘82 w. After unrolling safety, there are three possibilities. Either

el are both irreducible, in which case we can recover the final reductions for €2, replay

those, and reduce the parallel composition to the pair of values related to the left-hand-
side pair, or at least one of e} can reduce. In the latter cases, we can use the respective
assumption to obtain the matching reduction, perform it, and use the induction hypoth-
esis (with downwards- and envtran-closure ensuring that the other safety assumption
matches and the precondition assumption fulfilled due to A being public). The details
are very similar to the compatibility of parallel composition, and so are omitted.
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2. Toshow: II | A |T |= par e; and es < {e1,e3) : 71 X Ta,61 Uea.
We proceed in the similar manner, by taking the witnesses, providing a; + a2 as the
witness for the whole computation, and obtaining the safety obligations: show that

LA, A1+ Az, R .
(k,h$, hs, par el and ed, (€2,€3), h1, ha) € safenxmfs'fu;z w, w provided that (k,0,0,el,e?,0,0) €

safeEﬁQ"’A“R w,w, where e/ = ¢;[y;/T]. However, to show it we use the catch-up
lemma proved above. To do this, we need to show its three preconditions (we let

Bt = hy [dom?,m)(w), hi1 = h1 \ b}, hio = 0, and similar for hs):

(k,hi, hb) € Pé\l’R w, which holds by pre-weakening,

(k,0,0,el,e2, h11, hia) € safegﬁs{\l"’Al’Rw,w, which is easy to show since hy; is just

some random heap outside the control of the world (regions in A; are empty),

and the final catching-up precondition. To show this property, take any g1, go, hJ{, h;, fi, fo, w5 <

k such that:
envtran'TVA A28 4, 4
(g1 - hJ{, 0, f1,92 - h;, 0, f2) € splits™A A2,y
(j, hay hoy b, BE) € QRE w,w!

We take the witnesses to be the precise same things, so most of the obligations hold

by reflexivity. The ones left are:

(4, hs, hs, hJ{, h;) € Q?l’gez w,w’, which by post-weaken, since h = hl,
(k,0,0,ek,e3,0,0) € safeg%:"’Az’Rw,w’, which holds by envtran-closure of the
safety assumption, and

(k, hJ{, h;) € Pé\z’R w’, which holds because of disjointness condition on £; and &
— when cut down to the es-read regions, hlT = h?, for which we have the right
assumption.

This ends the proof.
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1 The Language

We build our logic for a simple, class-based programming language. For simplicity of
both semantics and the logic, the language uses let-bindings and expressions, but it
stays relatively low-level by ensuring that all the values are machine-word size. The
values include variables, natural numbers, booleans, unit, object references (pointers),
the null pointer and the special variable this. The expressions include values, let bindings,
conditionals, constructor and method calls, field reads and writes, atomic compare-and-
swap expression and a fork call. The syntax of values and expressions is shown in Figure 1.
Note that for simplicity classes can have only one constructor each, and that it has to
end with this, which ensures that constructors return the newly allocated value. Actual
object references o cannot occur in the text of the program, but need to be values for
the operational semantics to be able to reduce.

In Figure 2 we present the semantic domains: the interesting part is the machine
state, which in addition to the heap also contains a pool of store buffers, one per thread,
and the program state. The latter is only consistent if the thread pool contains the same
threads that the store buffer pool contains — or if the program has already gone wrong.

Following the Views framework [1], the operational semantics is split into two com-
ponents: a thread-local small-step semantics labeled with actions that occur during the
step, and action semantics that defines the effect of the action on the machine state.
Below, the possible actions are given, and in the Figure 3 we present the thread-local
semantics. The interpretation of actions is shown in Figure 6.

a € Act == e |read(t,o, f,v) | write(t,o, f,v) | cas(t,o, f, Vo, Un, ) | new(t,C,o)
| type(t,o0,T) | fork(t,o0,T,t") [ %
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ClassDef ::= class C = {T f; CDef; MDef}
MDef ::= Tm(T x) =e
CDef ::= C(T x) = (e; this)
Val5v = x| null |this|o|n|b]()

Expr>e:= v|let x=e; in e | if v then e; else e;

)
)
(Constructor definition)
)
)

(Class definition
(Method definition

(Values

(Expressions

| new C(V) | v.f | v.f :=v | v.m(V) | CAS(v1.f,v2,v3) | fork(v.m)

E:= []|letx=Eine

(Evaluation Contexts)

Figure 1: The syntax of the programming language.

te Tld
o€ Old
ve Val = {null} + OId + N+ 2+1
OHeap ' 0Id x FName —tin Val
THeap “old —tin CName
h € Heap o OHeap x THeap
s € SBuffer & seq (OId x FName x Val)
T € TPool & TId — tin Bxpr
U € SPool & TId — rin SBuffer
1€ MSt < Heap x SPool + {4}

def

PSt = {(u,T) € MSt x TPool |

(Thread Identifiers)

(Object Identifiers)
(Semantic Values)
(Object Heaps
(Type Heaps
(Heaps

(Store Buffers
(Thread Pool
(Store Buffer Pool
(Memory State

)
)
)
)
)
)
)
)

(Program State

Vh € Heap,U € SPool. p= (h,U) = domU = domT

Figure 2: Semantic domains
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Note that the action semantics uses two helper functions: lookup and flush. These
are used to determine the result of reading a field from a thread’s perspective, and to

update the state of the heap with a contents of the buffer. These functions are defined
in Figure 5.

LET
(t,Ellet x = v in €]) 5 {(t, E[e[v/z]])}

z IF-TRUE
(t, E[if true then e; else e3]) — {(¢, Ele1])}

= IF-FALSE
(t, E[if false then e; else e;]) — {(¢, Flea])}

Cas(tofv v 'r) CAS
(t, E[CAS(0.f, vo, vy )]) 220 voitnsr),

ctorBody(C) = (C(T =) =)

NEW
(t, Elnew C(v)]) ~t@0),

{(t, Ele[o, v/this, z]]) }

READ
read(t,o, f,v)
4>

{(t, E[])}

{(t, E[r])}

(t, Elo.f])

WRITE

(t, Blo.f = v]) I, v ()}
body(C,m) = (T m(T ) = ¢)

(t, Elo.m®@)]) 22429 (4 Ele[o, 5 /this, 7]])}
body(C,m) = (unit m() =e)  t#t

)=
(t, Effork(o.m)]) 22520, (¢ BI()), (¢, e[o/this])}

CALL

FoORrk

(@) FLUSH

(t,e) 0 (2, e))

Figure 3: Thread-local semantics — the non-fault cases.

Finally, the complete semantics proceeds by reducing one of the threads using the
thread-local semantics, then interpreting the resulting action with the action semantics,
and reducing to a memory state in the resultant set, as in Figure 4. Note how in some

cases, notably read, this might require “guessing” the return value, and checking that the
guess was right using the action semantics.

tedomT (LT ST W e ld(p) SrEp
(u, T) — (Mlv (T —t)+ T/)

Figure 4: Single step program evaluation
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lookup(—.—, —, —) : OId x FName x SBuffer x Heap — Val

L when (o, f) € dom(h)

lookup(o. f, o, h) & Y when h(o, f) =v AVV' € Val. (o, f,V') & a
o or 38, € SBuffer. a = (- (o, f,v) -y A
Vo' € Val. (o, f,v') € v

flush(—, —) : Heap x SBuffer — Heap
flush(h,e) < h
flush(h[(o, f) + v],a) when (o, f) € dom(h)

flush(h, (o, f,v) - @) =
ush(h, (0, f,v) - @) {ﬂush(h, a) otherwise

Figure 5: Generic mathematical functions used throughout the report.

Finally, we show one of the simple lemmas about operational semantics, that we
need in the process of building the logic. The decomposition lemma states that the only
terminal program state that is not a fault is the one, in which all the store buffers are
flushed, and all the threads have computed their respective values.

Lemma 1 (Decompose). For any consistent, non-error program state ((h,U),T) one of
the following holds:

e For any thread t € dom(T) there exists a value v € Val such that T'(t) = v and
Ut)=c¢

e There exists a (possibly error) state (', T") such that (u,T) — (@', T").

2  Model

The construction in this section follows closely the one presented in iCAP. As in that
case, the non-recursive parts of the model are defined in the category of Sets, Sets, while
the recursive ones — in the topos of trees, S.

2.1 Local States, Shared States and the Treatment of Store Buffers

Local states consist of the usual, physical heap and the state transition capability map.
Shared states consist of an abstract state and a labelled transition system for each shared
region. For the buffered updates we use the physical store buffers defined in Section 1.
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[e](h, U) = {(h, U)}

[51(r, U) = {%}

{(h,U)} if (o, f) € domh and lookup(o.f,U(t),h) = v

[read(t, o, f,v)](h,U) =< 0 if t ZdomU or (o, f) € domh and lookup(o.f,U(t),h) # v
{4} if (o, f) & domh

{(h,U[t = U(t) - (o, f,v)])} if (o, f) € domh and t € dom U

[write(t, o, f,v)](h,U) = { {4} if (o, f) ¢ domh
0 it t & domU
[{(h[(o,?) = null,o— T],U)} if o ¢ domh and fields(T) = f
[new(t,T,0)[(h,U) = {0 if 0 € dom h
{4} if fields(7") undefined

{(flush(h,U(t) - (o, f,vp)), Ut — €])} if (o, f) € domh, r = true
and lookup(o.f,U(t),h) = v,
{(h,U)} if (o, f) € domh, r = false

Leas(t,0, £, vo, on, 1)) (R, U) = and lookup(o.f,U(t),h) # v,

{4} if (o, f) ¢ domh
0 otherwise
{(h,U)} if o€ domyh and hy(0) = C

[type(t,o,C)]|(h,U) =<0 if 0 € dom; h and h(0) # C

L{%} if o & domy h
{(h,U[t' = ¢])} if o€ domyh, hi(o) =C and t' ¢ domU
[fork(t, o, T,t)](h,U) = < 0 if o € domy h and t' € domU or hy(o) # C
{4} if o ¢ dom; h
_JA®[(o, f) = v, Ult = a])} it U(t) = (o, f,v) - and (o, f) € dom h
[ush(®)](h, U) = {@ if t ¢ dom(U), U(t) =¢, or (o, f) € domh

=
S
=
—~
LN
~—
I
—
>
—

Figure 6: Action semantics
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def

Perm = {qeQ|0<¢<1} (Permissions)

Perm™ < {q € Perm | 0 < ¢} (Non-zero permissions)
Cap = {f € (RId x AId) — Perm | 3R Ctin RId. (Capabilities)

Vr e RId\ R. Vo € Ald. f(r,a) =0}
| € LState = Heap x Cap (Local States)
LTS < Ald — P(SId x SId) (Transition Systems)
s € SState = RId —fin (SId x LTS) (Shared States)

AState & LState x SState x SPool
where PVal denotes the least set such that
PVal = Val 4 Strings + (PVal x PVal).

We write [.h and [.c to refer to the appropriate components of the local state [, while
s(r).s and s(r).p to refer to the state identifier and transition system components of
region r in a shared state s.

Local State Composition

® [ Grate = {(ll,lg,lT) | dom(ll.h) N dom(lg.h) =0 A (Vt € A(Rfd X Afd). ll.C(t) + lg.C(t) < 1)
ANl,.h=1{.hUls.h A l,.c=11.c+ lQ.C},

where + on finite maps denotes pointwise addition.
The relation is functional, so it induces a partial function

o state : A(LState) x A(LState) — A(LState) € S
Lemma 2. Vi, 1,13 € A(LState). > (ll =15 o1 5tate lg) = (ll =1y ®15tate I3 V [>J_)
Proof. Using the theory of upwards-closure from the iCAP technical report [2] OJ
Action Allowed
acto : LState x RId — P(Ald) € Sets
acto(l,r) £ {a € Ald | Le(r,0) < 1}
Update Allowed

upd, : LState x RId x LTS — P(SId x SId) € Sets
upd, (I, 7, p) gt {(s1,82) € SId x SId | Ja € acto(l, 7). (s1,52) € p(a)}
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2.2 Interference Relation

In our setup, interference is more complicated then in plain iCAP, due to the existance
of store buffered updates. While in iCAP the interference concerned only the shared
regions and transitions they are allowed to make, we also have to consider the three
kinds of actions the environment can take with respect to the buffers: the allocation of
a new store buffer, a buffered update written into an existing one, or a flushing of an
update from store buffer to the heap. The interference is thus defined as follows.

(I,U1) R, (1,Us) iff dom(U;) € dom(Usz) AVt € dom(Us) \ dom(Uy). Us(t) =€ A
YVt € dOHl(Ul). UQ(t) = U1(t)
(Z,Ul) Ry (Z,UQ) if dOHl(Ul) = dOIIl(UQ) A

3t € dom(Us),0 € OId, f € FName,v € Val. (o, f) & dom(l.h) A
Us(t) = Ur(t) - (o, f,v) AV € dom(Us). t # t' = Uy (t) = Us(2)

(I1,U1) Ry (lo,Up) iff dom(U;) = dom(Uz) A

3t € dom(Uy),0 € OId, f € FName,v € Val. Ui(t) = (o, f,v) - Ua(t)

lo = flush(ly, (o, f,v)) AVt € dom(Us). t # ' = U (t) = Ua(t)
Rgp ©(R, U R, URy)*
(ll,sl) Rf (l2,82) U =U N[ <y N dom(sl) C dOIIl(SQ) A
Vr € dom(s1). (s1(r).s,s2(r).s) € (| S(r).t(e))*

a€A,l;.c(ra)<1
(I1,51,U1) Ry(la, 52, Us) iff ((I1,51) R2 (lg, 50) AUy = Us) V
(11, Uh) Rsp (l2,U2) A (1 < 82))
Ra (R,
In the above R* denotes the reflexive, transitive closure of R. We use R as a shorthand
for Rypq.

2.3 Region Interpretations

We follow the iCAP treatment to give the concrete interpretation to the abstract shared
states in the shared regions — and thus define the type of region interpretations as a
guarded recursive type in the topos of trees, S. We take RIntr to be an object in S that
satisfies the isomorphism

i: RIntr = w((A(SId) x (A(RId) — pin, RIntr)) —mon PT(A(AState))),

where A(AState) is upwards-closed with respect to the interference relation R, and the
def

ordering on action models, AMod = A(RId) —f;, RIntr, is given as
(1 < G = dom(¢) € dom(Ge) A Vr € dom(G). Gi(r) = Ga(r).
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The ordering on A(SId) is discrete.
Now we can define the maps between A(SId) x AMod —y0n PT(A(AState)) and
RIntr as follows:

lam : (A(SId) x AMod —pon PT(A(AState))) — Rintr

1

def ._
lam = 1~ " o next

app : RIntr — (A(SId) x AMod —0n PT(A(AState)))
app = Az : RIntr. A(s,¢) : A(SId) x (AMod). ha : A(AState).
succ(J(J(i(x))(next(s), next(()))(next(a)))

Lemma 3. appolam =1

2.4 |nstrumented States

Instrumented states consist of a concrete local state and store buffer pool, an abstract
state transition system for each shared region, and concrete interpretation of each ab-
stract shared state:

M E A(LState) x A(SState) x A(SPool) x AMod.

We use m.l, m.s, m.U and m.a to refer to the appropriate components of the instru-
mented state m : M.
We also define a subset of M that omits the store buffers, which we will sometimes
use:
H < A(LState) x A(SState) x AMod.

We use analogous projections whenever needed.

Propositions We define two spaces of propositions, Prop 1o, which denotes the general
assertions, and Propgq, for assertions that do not mention the store buffers.

Prop rg0 =P (M)

def,

Propgc =P (H),

where the orderings are pointwise extension orderings.
We define an interpretation of Propgs in Proprgo as the propositions that have a
“locally flushed” subset:

Ifd C LState x SPool € Sets
Ifd(l,U) iff Vt € TId. Y(o, f) € dom(l). Vv € Val. (o, f,v) € U(t)
T—7: Propge — Proppgo € S

T (s, U, ) e M| A <1 (I,s,¢) € p ANMA(I',U)}

Interpreted in this way Prop g, defines a subset of well-behaved propositions that do not
depend on the state of the buffers.
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Erasure

L(s,¢)]» = {(I,U) € LState x SPool | (I,5,U) € app({(r))(s(r).s,¢)}
(L, 5,U, )| 4 € {(h,U) € Heap x SPool |
JI' € LState, sr € dom(s) N A — LState.
h=1UhAl=1le I, cdom(s)nasT(r) A
Vr € dom(s) N A. (sr(r),U) € [(s,()]+}

As usual, we use |m| as a shorthand for |m|gq4.
Composition
LYV d:ef O/ State X 0= X 0_ X 0_

2.5 Logical Connectives

Given below are the definitions for connectives in Prop pgp. The definitions for Propgq
are analogous.

def

emp = M
pxq={meM|3Imi,mge M. m=myemsAm €pAms€Eq}
p=q={meM|Vvm >m.m cp=mcq}

def

(p)={meM|Jz:7.mepx)}
Vo (p) & {me M |Vz:7.mep(x)}
Lemma 4. Let X be a total and inhabited object in S. Then
Vp € X = Proprgo. >3x(p) <= Ix(Az.>p(x))
Proof. Let m € M such that m € >3x(p). Then >(m € Ix(p)) and thus
>(Jz: X. m € p(x)).

By totality and inhabitance, 3z : X. > (m € p(x)) and thus m € Ix(A\z. > p(z)).
Likewise, let m € M such that m € Ix(Az.>p(z)) then 3z : X. > (m € p(z)) and
thus >(3z : X. m € p(x)). O

Properties of the Embedding In order to use the "—" embedding to define the two sep-
aration logics, we need it to satisfy certain properties. These are formalized in the next
few lemmas.

Lemma 5. Embedding preserves the entailment relation, i.e., for any p,q € Propgc,

(pCq) <= ("p'C"q").
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Proof (=). Assume p C ¢, and take any (I,s,U,() € "p". By definition, this gives us
' <1, such that (I’,s,¢) € p and 1fd(I’,U). By assumption, we have (I, s,{) € ¢, so we
can take I’ as a witness, and the properties hold trivially. ]

Proof (<=). Assume "p7 C "¢, and take (I, s,() € p. This means (I, s,0,{) € "p7, since
1fd(1, ) holds trivially, and so we get (I,s,0,{) € "q". From this, we obtain I’ < [ such
that (I,s,{) € g, but since ¢ is upwards closed, (I, s,¢) € ¢ holds. O

Lemma 6. For any p € Proprgo and any m € p there exists a local state I < m.l
such that fd(l',m.U) and I' is the mazimal state with this property (wrt the extension
ordering).

Proof. Take any p € Prop pgp and any (I, s,U, () € p. Let s be the set of all the locations
in the store-buffer pool U: formally,

(o, f) € siff 3t € dom(U). Fv € Val. (o, f,v) € U(t).

Take the state I’ = I |qom(1)\s @s the witness. Both I’ <[ and lfd(/’,U) clearly hold,
so it suffices to show that this is the biggest state with this property. To this end, take
any [ <1’ such that Ifd(I”,U). We need to show that [” < {’. To this end, take any
(0, f) € dom(l”). Since both local states are smaller than | under extension ordering, it
suffices to show that (o, f) € dom(l) — the values (o, f) gets mapped to will have to agree.
Clearly, we have (o, f) € dom(l), since I” <, so it suffices to show that (o, f) & s. To this
end, assume (o, f) € s. This gives us ¢t € dom(U) and v € Val such that (o, f,v) € U(t).
However, since 1fd(I”, U), we know that (o, f,v) € U(t), which ends the proof. O

Lemma 7. Embedding preserves limits, i.e., for any T and p: 7 — Propgc,
VT(I—p—I) — I_VT(p)—I.

Proof (C). Take any (I,s,U,() € V-("p"). By definition of universal quantifier, this
means that Va : 7. (I,s,U,() € "p(x)”7. By Lemma 6, we get I, the greatest local state
such that I" < m.l and Ifd(I’,U). Now it suffices to show that (', s,{) € V,(p). Take
any x : 7. From the assumption, we get {” <[ such that 1fd(”,U) and (I”,s,¢) € p(z).
However by the universal property of I’, we know that {” < !’, and so, by upwards closure

(I',5,¢) €p. O

Proof (2). Take any (I,s,U,() € "V-(p)". By definition, this gives us I’ < [ such that
Ifd(I’,U) and Vz : 7. (I';s,{) € p(x). Taking any x : 7, and picking I’ as the witness
trivially finishes the proof. O

Lemma 8. Embedding preserves colimits, i.e., for any 7 and p: 7 — Propgc,
3("p") ="3(p)".

Proof (C). Take any (I,s,U,() € 3.("p"). Unrolling the definitions, this gives us x : 7
and !’ <[ such that Ifd(I’,U) and (I',s,() € p(x). Taking I’ and x as witnesses provides
all the properties we need to finish the proof. O
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Proof (2). Take any (I,s,U,(¢) € "3;(p)". Unrolling the definitions gives us I’ < [ such
that 1fd(!’,U) and « : 7 such that (I',s,¢) € p(x). Taking = and I’ as witnesses provides
all the needed properties. ]

Lemma 9. Embedding preserves separating conjunctions, i.e., for any p,q € Propgc,
I—p_| * l_q—l — l_p * q_|.

Proof (C). Take any (I,s,U,() € "p7 xT¢7. This means there exist ly,ly € A(LState)
such that [y elo = I, (I1,s,U,¢) € "p" and (l2,s,U,{) € "¢". By definition of the
embedding, this gets us Ij <1; and I}, <y such that (11, s,¢) € p, (14,s,¢) € ¢, Id(l},U)
and 1fd(l5, U). Pick I} el < [ as a witness. Obviously, Ifd(l] e l5,U), and we can split
the state as I} and I, to show that (I1,s,¢) € p and (I}, s,() € q. O

Proof (2). Take any (I,s,U,() € "px*q . This means that there exists I’ <[, l; and [y
such that Ifd(l',U), I =15 e o, (I1,s,() € p and (l2,s,() € ¢q. Pick as witnesses I; and
I" =1 |dom(1)\dom(i,)- These states compose to give [, so we need to show (I1,s,U,() € "p”
and (I”,s,U,¢) € "q". For the first of these, pick /; as the witness. Since l; < I, we have
1fd(l1,U), and we have (l1,s,() € p by assumption. For the second goal, pick ls as the
witness. Since Iy is compatible with Iy, we get Iy <1”, and since lo < 1" — lfd(l3, U). By
assumption we also have (la,s,() € q. O

Validi
alidity . »
valid(p) = VYme M. me€p

Region Assertion and Interpretation

region : P(A(SId)) x A(LTS) x A(RId) — Propgc € S
region(X,p,r) £ {(l,s,() € H | s(r).s € X A s(r).p = p}
rintr : (A(SId) — Proppgo) X A(RId) — Propge € S
rintr(I,r) < {(l,5,¢) € H | r € dom(¢) A Vz € A(SId), ¢ > C.
app(¢(r)(z,¢') = (A1, s,U).I(z)(l,5,U, ("))}
Note that although technically these assertions are in Propgq, we will often omit the

" —7 intepretation when using them, since they do not depend at all on the local state,
so one can always pick the empty local state as the appropriate witness.

Action Permission
o] < {(,5,0) € H | 7 < Le(r,a)}

™
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2.6 Stability

def

stable(p) =Ra(p) S p
bstable(p) d:efRsb(p) Cp
rst%ble(p) d:efRf (p)Tp

As usual, we use stable as a shorthand for stablegjy

Lemma 10. Vp € Propgo. stable(p) <= bstable(p) A rstable(p)
Lemma 11. R(emp) C emp A Vp,q € Proprgo. R(p*q) C R(p) * R(q)
Lemma 12. VA € P(A(RId)),p € Proppgo. stablea(p) = stablea(>p)

Proof. Assume m; € >p and m; R4 mg. By assumption, Ra(p) C p, and thus, by
monotonicity of >,

>(Vmy,mg € M. m1 € p Amy Rqg mg = ma € D).

Thus, since M is total and inhabited,

Vmi, mg € M. my € >p A>(my Ry ma) = mgy € bp,
and so mgy € >p. [
2.7 View Shift

pCAq=Vre Proprgo. Stz}éllale(r) = |pxrjaClg*xr]a

Again, we write C as a shorthand for Cgyy.
Lemma 13. Vp,q,r € Proppgp. stable(r) ApCaqg=p*xrCqqx*r

Lemma 14. Vp1,p2,q1,q2 € Proprso- P Equ Ap2 Eqe = pr*p2 E q1 % q2

2.8 Atomic Satisfaction

asata {p}{q} Evr e Proppgo,m € M,h € Heap,U € SPool.
mepxpr A (hU) € |m|aA st%ble(r) =

(> % & [a](h,U)) A
V(h',U') € [a](h,U). Im' e M. > (m' € gxr A (W, U") € |m'] )

We write a sat {p} {q} for a satgy {p}{q}, as usual.
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Lemma 15.
VA € P(A(RId)). Va € A(Act). Vp,q € Proppgo. > L = asata {p}{q}

Proof. Follows easily as >1 implies >4 & [a]](h,U) and >(m' € gxr A (K, U") € |m/| )
for any m’, A’ and U’, and M is inhabited. O

Lemma 16 (Atomic-Shift).

VA € P(A(RId)), p1,p2,q1,q2 € Proprso-
p1 Capa Aasata {p2}ige} Av(e2 Eaq) = asata {pi}{ai}

Proof. Assume r € Proprgo, m € M, h,h/ € Heap, and U, U’ € SPool such that

st%ble(r) m € py kDT (h,U) € [m|a (R, U") € [a](h,U).

By Lemma 12 it follows that stables (>r) and thus (h,U) € [p*pr]a C [g*>r]a. Hence,
there exists m’ € M such that >(m’ € gaxr A (W, U’) € |m/] 4), and so

>(m' € g2 *7]a C [q1%7]a),
which ends the proof. O

Lemma 17 (Atomic-Frame).

VA € P(A(RId)),p,q,r € Propgo.
stahble(r) Aasaty {p}{q} = asaty {px>r}{g=*r}

Proof. Assume 1’ € Proppgp, m € M, h,h' € Heap and U,U’ € SPool such that

staj)le(r') m € p*b>rxp>r’ (h,U) € [m]a (W', U") € [a](h,U).

This means that m € p*>(r x1’). Since stables(r * 7'), from definition of atomic
satisfiability it follows that there exists an m’ € M such that

>(m' € gxrxcA (W, U) € |m]a),
which ends the proof. ]
Corollary 1.

VA € P(A(RId)),p,q,r € Proprgo.
stzi})le(r) Nasatg {p}{q} = asatsg {pxr}{qg=*r}

Lemma 18 (Id-Refl). VA € P(A(RId)),p € Proprgo- € sata {p} {p}

105



Proof. Take a r € Proppgo, m € M, h € Heap and U € SPool such that

st%ble(r) m e p*pr (h,U) € [m]a

Since [e](h,U) = {(h,U)}, so clearly 4 & [e](h,U). Now, it suffices to exhibit m’ such
that (h,U) € |m'|4 and >(m’ € p = r), which follow simply by monotnicity of > if we
choose m’ = m. O

Lemma 19 (Flush-Refl). For any A € P(A(RId)), p € Proprgo, t € TId,
stzjble(p) = flush(t) sata {p}{p}.
Proof. Take an r € Proppgo, m € M, h € Heap and U € SPool such that
sta}uﬁ]lole(r) m e p*pr (h,U) € [m]a.

Since flush never faults, we only need to consider the postcondition branch. Take any
(W', U") € [flush(t)](h,U). By definition this means that there exist (o, f) € dom(h) and
v such that ' = h[(o, f) — v], U(t) = (o, f,v)-U'(t) and U(¢') = U'(¥') for any ¢’ # t. As
a witness we give m’ = (flush(m.l, (o, f,v)), m.s,U’',m.C). Since (m.l,U) Ry (m'.1,U")
and stable4(p x >r), we easily have >(m’ € p % r) by monotonicity of >. This means we
only need to show that (h/,U’) € |m’|4. From (h,U) € |m]a we get I, and sr such
that h = lp.h, Iy = m.l @ I, cqom(m.s)nasr(r) and (sr(r),U) € [(m.s,m.C)|, for any
r € dom(m.s) N A. Take I} = flush(lz, (0, f,v)) and sr’(r) = flush(sr(r), (o, f,v)) as the

witnesses. Since flush commutes over composition, we get

ﬂUSh<lh7 (07 f7 ’U)) = HUSh(ml i Herom(m.s)ﬁAST<T)7 (07 fa U))

= m,l, ® Hredom(m.s)ﬂAsr/(r)'

Since, for every r € dom(m.s)NA we also have (sr(r),U) Ry (sr'(r),U’) and the erasures
of shared regions are closed under interference (since they are defined by the application
of an action model), we get (sr'(r),U’) € [(m.s,m.C)], for each r € dom(m.s)N A, which
ends the proof. ]

2.9 Specification Embedding
spec: Q — Proppgo € S
spec(s) ={m e M| s}
Lemma 20 (Sat-Spec-Later).

Va € Act,p,q € Proprgp,s € Q.
a sat {p* spec(>s)}{q} = a sat {p = spec(>s)} {q * spec(s)}
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Proof. Take r € Proppgp, m € M, h,h' € Heap and U,U’ € SPool such that
stzﬂole(r) m € p* spec(>s) * br (h,U) € |m]a (', U") € [a] (h,U).
By our assumption, there exists an m’ € M, such that >(m' € ¢ xr) and (b’ € [m/]).
Hence, >((m' € g xr) A s), and so >(m' € g x spec(s) * r). O
Lemma 21 (Later-Star). >(p* q) = (>p) * (>q)
Proof (C). Assume m € >(p*q), and so >(m € p* q), and, unfolding the definition of x,
>(Imy,my € M. m=mq1ema Ami €p Amsg € q).
Now, unfolding the definition of e, we get
>(3ly, 1y € A(LState). m.l = li®rsia1ela A (I, m.s,m.U,m.a) € p A (I, m.s,m.U,;m.a) € q).
This means we can take the witnesses [1 and I, such that
>(m.l =11 eLstate [2) > ((Iy,m.s,m.U,m.a) € p) > ((la, m.s,m.U,m.a) € q).

From the first of these properties, by Lemma 2 we get m.l = l; ergiate lo V >L. We
inspect the two cases.

Assume, first, that m.l = l1e1514elo. Then, m = (11, m.s,m.U, m.a)e(l2, m.s,m.U, m.a),
and so m € (bp) * (>q).

In the other case, assume >1. Now, take the splitting of m = m e (¢, m.s, m.U, m.a).
Since >_L, >((g,m.s,m.U,m.a) € q), and so m € (>p) * (>q).

Proof (2). Follows by monotonicity of .

2.10 Thread Safety
We define safety by guarded recursion:

safe : P((TId x Expr) x Proppso % (Val — Proprgp)) € S
safe & fix f. safe(f),

where

safe(f)((t,e),p,q) Z(Fv € Val. e =v A p C q(v)) V
VT € A(TPool),a € A(Act). (t,e) % T =
Jp’ : dom(T) — Prop pgp- t € dom(T) A
(Vt € dom(T). > stable(p'(t))) A
a sat {p} {®Bredomn)P’ (1)} A

> f((5 (1), ' (), ) A
>Vt € dom(T —t). f(t',p'(¢'), . T)
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Lemma 22 (Stable-Closed).

VX € P(A(SId)),p € A(LTS),r € A(RId).
(Va € AId. a # o; = p(a)(X) C X) = stable(region(X, p,r) * ®;[a;]7)

Lemma 23 (ViewShift-Weaken).

VA, B € P(A(RId)),p,q € Proprgo. ACBAPCAq=pCpq
Lemma 24 (ViewShift-Trans).

Vp,q,m € Proppgo, A € P(A(RIA)). pCagqAqEar=pCar
Lemma 25 (Regluterp-WF).

Vp € A(SId) — Proppgp. stable(p) =
Mz, ¢). {(1,s,U) | (I,s,U,¢) € p(x)} € A(SId) x AMod —pon PT(AState))

Proof (Monotonicity). Take x € A(SId), (1,(2 € AMod such that {; < (3. By upwards-
closure of p, for any [ € LState, s € SState and U € SPool such that (I,s,U, (1) € p(x),
(1,8,U,(2) € p(x) also holds. O

Proof (Upwards-closure). Take x € A(SId), ( € AMod, l1,ls € LState, s1,s2 € SState
and Uy, Uy € SPool such that (I1,s1,U1,() € p(z) and (I1,$1,U1) R (l2,s2,U2). By
stability of p it follows that (l2, s2,Us, () € p(z). O

Lemma 26 (Safe-Sat). For any thread t € A(TId), closed expression e € A(Expr),
p € Proppgo and g € A(Val) — Prop pgp we have

(Va € A(Act). Yo € A(Val). (t,e) S {(t,v)} = a sat {p} {q(v)}) A
stable(p) A (Vv € A(Val). stable(q(v))) A atomic(e)
= safe((t,e),p, q).

Proof. The proof proceeds by Lob induction, which we will need to handle the flushing
of the store buffer that can occur before the atomic command is actually executed.

Unfolding the definition of safety, we find that, since e is atomic, we should take the
“progress” case. Take any T' € TPool and a € Act such that (¢t,e) % T. Since e is
atomic, we only need to consider the cases when a is a read, write, cas or flush action.
We proceed by case analysis.

First, let us consider the flushing. By definition of the semantics, we know that
T = {(t,e)}. We take the map p’ to be the map given by ¢t — p. Thus, stability of p’
follows by stability of p, atomic satisfaction of the flush(t) action — by Lemma 19, and
since we did not fork any threads we only need to show that safe((¢,¢€),p,q) — which
follows from our Lob inductive hypothesis.

In the other three cases, we have to consider proper reductions. In all of these cases T'
has the same shape: we have T' = {(¢,v)} for some value v. Thus, we can take the map p’
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to be given by ¢ — g(v). Then, the stability of p’ follows by stability of ¢, and the atomic
satisfaction by the lemma’s assumption. Since we do not allocate any new threads, this
only leaves us with showing that >safe((t, v), ¢(v), ¢), which holds trivially by taking the
“value” branch of the safety and showing that >(¢(v) £ ¢(v)) by monotonicity of > and
reflexivity of the view-shift. O

Lemma 27 (Region-Alloc).

VF € P(A(RIA)), T € A(LTS), X € P(A(SI)), z € X.
VI € A(RId) — A(SId) — Proprgo, P € Proppgo, A, B € P(A(AId))
(Vr € A(RId),s € A(SId). stable(I(r)(s))) A F infinite N A, B finite \
valid(Vn € F. P % ®qcala]l = >I(n)(x)) NANB =10
= P Cp dn € F. region(X,T,n) x rintr(I(n),n) * ®.cpla]}

Proof. By the definition of the view shift, we take any r € Proprgo, m € M, h € Heap,
U € SPool such that m € P« r and (h,U) € |m]p. Hence, there have to exist l1,ls,l. €
LState, s € SState, ( € AMod and sr : dom(s) N F' — LState such that

h=lch le =11 0L5tate l2 @ Hredom(s)ﬂFsr(T) m = (ll ® . State l2, 5, U, C)
Vr € dom(s) N F. (sr(r),U) € [(s,()]r (lh,s,U,¢) e P (Ia,s,U,Q) e

Pick an n € U such that Va € Ald. l..c(n,a) = 0 and n ¢ dom(s) U dom((). Now, let
s =sn— (2,7, ¢ =¢[n— lam(X(y, ). {(,s,U) € AState | (1,s,U,¢) € I(n)(y)})]-
Note that ¢’ is well-defined, by virtue of Lemma 25. We have s < s’ and ¢ < ¢/, and
so (I1,8,U,") € P and (ly,s',U,{’) € r. Furthermore, ((g,[(n,A) — 1]),s,U,{’) €
®acala]l, and so, by the validity assumption,

(11 ®Lstate (g,[(n, A) — 1)), 8, U, (") € oI(n)(x).

Now, clearly (e,s',U,(’) € region(X,T,n). Furthermore, for any ¢’ > ¢’ and y €
SId,

app(¢’(n))(y,¢") =app(lam(A(y, ¢). {(1,s,U) | (I,s,U,¢) € I(n)(y)})(y. ¢")
=\, Q). {s,U) [ (s,U,¢) € I(n)(y) 1) (y. ¢")
:{(l737 U) ’ (1737 U, CH) S DI(”)(?J)}'

Thus, (e,s',U,¢") € rintr(I,n) also holds. Hence, we have
(I ® state (g, [(n, B) — 1]),5",U, ') € region(X, T,n) * rintr(I,n) * (®acplall) = r.

Lastly, we also get (h,U) € |(l2 ®Lstate (¢,[(n, B) — 1]),s",U,(") |, which ends the
proof. O
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Lemma 28.

VA € P(A(RI)), X,Y € P(A(SId)), T € A(LTS),n € A(RId).
VI € A(SId) — Proprso,p,q € Proprso,a € A(AId), 7 € A(Perm™), f: X — Y.
stable(p) An€ AN (Ve € X. (z, f(x)) € T(a) V f(z) =x) A
(V2 € X. pr (G1(@)) % [al2 Ty 4+ 51((2)))
= (region(X,T,n) x rintr(I,n) * px [a] C 4 region(Y,T,n) * q)

Proof. Take r € Proprgp, m € M, h € Heap and U € SPool such that

stafqble(r) m € region(X,T,n) * rintr(I,n) « px* [a]y xr (h,U) € [m]a.

This means, there exist l1,1ls,13,14,l5 € LState, s € SState, U’ € SPool and ( € AMod
such that

(I1,s,U",¢) € region(X, T,n) (I, s,U",¢) € rintr(I,n)
m = (ll ® [ State l2 ® ] State l3 ® ] State l4 ® [ State l57 S, Uly C)

Let | = m.l. By unfolding (h,U) € |m]a we get that U = U’, and [, € LState and
sr:dom(s) N A — LState such that

h=1.h le =l ®state My cdom(s)nasr(r) Vr € dom(s) N A. (sr(r),U) € [(s,{) ]

Since (l1,s,U, () € region(X,T,n), we know n € dom(s), s(n).s € X and s(n).p =T
hold. Since n € dom(s) N A, we get sr(n) € |(s,()|n, and ma(sr(n)) = U, and so
(sr(n),s,U) € app(¢(n))(s(n).s, ). Unfolding (I, s, U, C) € rintr(I,n), we get that

Vo € A(SId), ¢ > ¢ app(C(n))(w,¢') =>(A(l,5,U). I(x)(l,5,U,¢)).

From this, instantiating with s(n).s and ¢, we get that >(I(s(n).s)(sr(n),s,U,()). By
assumption, we know that (s(n).s, f(s(n).s)) € T(a) (in the case where f(s(n).s
s(n).s it suffices to use the assumed view-shift). Furthermore, since (l4,s,¢) € [«
follows that m < l4.c(n, @) and thus l3.c(n,a) < 1, sr(n).c(n,a) < 1 and Is.c(n, o) < 1
Thus,

)~

(l3787U) RA (l3aS,7U) (l5,S,U) RA (l5a$,7U) (ST(’I’L),S,U) RA (S?"(’I’L),S,,U),

where s’ = s[n — (f(s(n).s),s(n).p)]. Hence, by stability of p, >I(s(n).s) and r, it
follows that

(ls, s, U, Q) €p (sr(n), s, U,Q) €pl(s(n).s) (la,s',U.Q) € ol (15,5, U, () €7
Furthermore, for every r € dom(s) N (A \ {n}), sr(r).c(n,a) < 1, so

(sr(r),s,U) Ra (sr(r),s,U),
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and so, by stability of region interpretations,
Vr € dom(s") N (A\ {n}). (sr(r),U) € |[(s,0)]
Thus, we get that

(loLstatem (sr(n)), s, U, C) €
region({f(s(n).s)},T,n) * (>I(s(n).s)) * [a]rxp*xrx{me M| (< m.a}

and
(hv U) € L(l ® [ State ST(”)? 8,7 U, C)JA\{'”'}

Now we can use the assumed view-shift, from which it follows that there exists an
m’ € M such that

m' € qgx (CI(f(s(n).s))) 7 *region({f(s(n).s)},T,n) * {m € M | ¢ <m.a}
(h,U) € [m'| a\(ny-

Thus, there exist 1,15, 14,1}, 1L € LState, s" € SState and (' € AMod such that

m' = (l,1 ® ] State llg ® ] State lé ® ] State lﬁ; ® [ State lé7 SH, U, C’)
(13,8, U,¢") € q (15, 8", U, ") e pI(f(s(n).s)) (5,s", U, er
1y, s",U, (") € region({f(s(n).s)}, T,n) (I5,8",U,") € {m € M | ¢ < m.a}.

Hence, s”(n).s = f(s(n).s) = s'(n).s. From (h,U) € [m/] \(n}, it follows that tere exist
Il € LState and sr’ : dom(s”) N (A \ {n}) — LState such that

I, = 11 ®LState 15 ®LState I3 ®LState Uy ® LState I ® LState ®rcdom(s)n(A\{n})T1(57' (1))
h=1I.h Vr € dom(s”) N (A\ {n}). (s7'(r),U) € [(5",{)].

From (If,s",U, (") € {m € M | { < m.a} it follows that ( < {’, and thus
Yz € A(SId). app(¢'(n))(z,¢') =\ s,U). I(z)(l,5,U,{)).

Hence, (15,s",U) € app(¢’'(n))(f(s(n).s),¢’), and so (15,U) € |(s”,¢’)|n. Thus, we have
(h,U) € |region(Y,T,n) x q] a, which ends the proof. O

Lemma 29.

VA € P(A(RId)). VX € P(A(SId)). VT € A(LTS). Vn € A(RId).
VI € A(SId) — Proppgp- Vp,p' € Proprgo- Yq € A(SId) — Proppgp- VB € P(A(AId)).
Vf: A(SId) — P(A(SId)). Vg : A(AId) — A(Perm™).

(Vy € A(SId). stable(q(y))) Ane€ AN (Ve e X. Yy € f(x). (z,y) € T(B)*) A

(V2 € X. a sataygy {p* GT()} {30 € £(2). a(y) * Gacslolle *>1() )

= a saty {region(X,T,I,n)xp} {Ely € A(SId). region({y},T,n) * ®a€B[a]Z(a) * q(y)}
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Proof. Assume r € Proprgn, m € M, h,h/ € A(Heap) and U, U’ € SPool such that
m € region(X,T,I,n)*pxor (h,U)e€ |m|a (K,U") € [a](h,U) st%ble(r).
Thus, there exist l1,12,13,1l4 € LState, s € SState and ( € AMod such that

(lh,s,U,C) € region(X,T,n) (l2,s,U,C) € rintr(I,n) (I3,s,U,() €p
(ly,s,U, ) epr m=(l1elzelzel el5 5 U /().

Let | = 1 oly @[3 1y, Unfolding (h,U) € |m]a we get an l. € LState and sr :
(dom(s) N A) — LState such that

h=lch lc=10®.cdom(s)na)ysr(r) Vr € (dom(s)NA). (sr(r),U) € [(s,C)]r

Since (l1,s,U, ¢) € region(X,T,n), it follows that n € dom(s), s(n).s € X and s(n).p =
T. Since we also know that n € A, it follows that (sr(n),U) € [(s,{)]n, and so
(sr(n),s,U) € app({(n))(s(n).s,¢). Unfolding (l2,s,U, () € rintr(I,n) it follows that

Vo € A(SId). V¢ > ¢ app(C(n))(x, ) =>(A(1,s,U). I(x)(1,s,U,(L)).
Thus, in particular, app({(n))(s(n).s, () =N, s,U). I(s(n).s)(l,s,U,()), and so
>1(s(n).s)(sr(n),s, U, Q).

The high-level plan is now to use the assumption with a slightly modified state to
account for opening of the region, and afterwards use the state obtained from the assump-
tion to build a final instrumented state. To this end, we instantiate the assumption with
a frame ' = r xregion({s(n).s},T,n) x {m € M | m.C > ¢} and an instrumented state
m = (lesr(n),s,U,(). The erasure (h,U) € [m] g\ (n} holds easily, since n ¢ A\ {n} but
sr(n) is in local state. We also know that (I3, s,U, () € p, (sr(n),s,U,¢) € >(I(s(n).s))
and (l4,s,U, ()in> 7, so it suffices to show that

(Iy @l2,5,U,C) € >(region({s(n).s}, T,n) x {m € M | m.C > (}),

which holds by monotonicity of later and the definition. The frame is also stable, since
we cannot change the state of region n. -
This means we get a state m/ such that (h',U’) € >|m/| 4\ f,,y and

m' € >y € f(x) * qy) * ®aepla]gq) * > (y) * ).

Thus, we can take a y € A(SId) such that >(y € f(x)), and local states 11,15, and I},
such that

= (ool oLy, U, ()
( /17 5/7 Ula C/) € DQ(y) ( /2’ 8/’ U/’ CI) Sl ®a€B [O[]Z(a) > (( év 5/7 Ulv C/) € DI(?J))
(1, U, ¢)evr b(s'(n)s=s(n)s) >('(n)p=T) >( >).
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Now, we can take m’ = (Ij elLel), s'[n+— (y,T)],U’, (') as the witness. We need to show
that >((h',U’) € [m']4) and m' e >(Jy € A(Sld). region({y}, T,n) *q(y) *®acplo])
r). For the latter, we take y as the witness and split the local state four ways into €, ],
I5, and I);. The region assertion holds by definition, and the assertion about permissions
by the earlier property, since it doesn’t depend on the shared state. That leaves us with
r and ¢(y). Both these assertions are stable, so it suffices to show that z and y are in the
interference relation from their perspective. To show this, notice that the permissions in
B suffice to transition from z to y — and these permissions are outside both I} and I}.
Thus, we can get (I3, s'[n — (y,T)],U’, (") € >q(y) and (I}, s'[n = (y,T)],U", (') € pr.
This leaves us with proving that (h’,U') € |m']4. To this end, take I and sr :
dom(s’) N (A\ {n}) — LState — the witnesses of (h',U’) € [m'] 4\ (n}. We know that

*

W =Lh =1 elyel;el) eIl caomsna\in})s(r)
Vr € dom(s) N (A\ {n}). > ((sr(r),U’) € |(s',{)]+)

Take as witnesses I’ = [ and sr’ = sr[n ~ [5]. Clearly s’ has the appropriate domain,
and the first two conditions hold. For the final one, take any r € dom(s) N A. We have
two cases to consider: either » =n, or r € dom(s) N (A \ {n}). In the latter, we can use
the same argument as for 7 and ¢(y) to show that the update of shared state is an allowed
interference for the region r. In the former, we need to show that >(I5,U") € [(s'[n —
(y,T)],¢")]s. Unrolling the definition, it suffices to show that (15, s'[n — (y,T)],U’) €

app(¢'(r))(y,¢’). However, since >(¢’ > (), by an earlier equation that followed from
region interpretation, it suffices to show that >(l5, s'[n — (y,T)],U’, (') € >I(y), which
follows by the same stability argument as the other assertions. O

Lemma 30. For any p € Propgq, (I,s,U,¢) € "p7, (I',U") € Ry(l,U), (I',s,U",() €
l_p—l.

Proof. To show the lemma holds, it suffices to show p is closed under each of R,, Ry
and Ry. These proofs are presented in the following paragraphs.

(R,) Take any (I,s,U,¢) € "p" and (I',U’) € R,(I,U). By definition of R, we have
that [ = I', Vt € dom(U’) \ dom(U). U'(t) = € and V¢ € dom(U). U'(t) = U(t). From
definition of "—7 we get a state {; <[ such that (I3, s,() € p and

Vt € dom(U). V(o, f) € dom(ly). Yv € Val. (o, f,v) ¢ U(t).

We take the same [; as a witness, and so we only need to show that (o, f,v) & U’(t) for
any ¢t € dom(U’), (o, f) € dom(l;) and v € Val. If t € dom(U), the property holds, since
in that case U(t) = U(t') and we know it held for U. If t ¢ dom(U), on the other hand,
we know U’(t) = ¢, so in particular (o, f,v) € U'(t).

(Ry) Take any (U,

s,U,¢) € "pTand (I',U’) € Ry(l,U). By definition of R,, we know
that [ = I, dom(U) = do

m(U’) and we get t € dom(U), o € OId, f € FName, and
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v € Val such that (o, f) & dom(l), U'(t) = U(t) - (o, f,v) and U'(t') = U(t') for any
t' # t. From the definition of "—7 we get a local state l; <[ such that (I1,s,¢) € p and

Vt € dom(U). V(o, f) € dom(ly). Yv € Val. (o, f,v) ¢ U(t).

Again, we take l; as the witness, which means we only need to prove (o, f/,v") & U(t')
for any (o', ') € dom(ly), t' € dom(U). Clearly, it suffices to check that this holds for the
newly added update, (o, f,v) in thread ¢, since the rest of the contents of U’ is inherited
from U. However, we know that (o, f) & dom(l), so clearly (o, f) ¢ dom(ly), so the
property holds.

(Ry) Take any (1,s,U,¢) € "p" and (I',U’) € Ry(I,U). By definition of R,, we know
that dom(U) = dom(U’) and we get ¢t € dom(U), o € OId, f € FName and v € Val such
that I’ = flush(l, (o, f,v)), U(t) = (o, f,v) - U'(t) and U(¥') = U'(t’) for any t' # t. As
before, from the definition of "= we get an {3 <[ such that (I1,s,() € p and there are
no updates to the domain of /. From the latter property, we know that (o, f) & dom(ly),
and so 1 < I’. This allows us to take [; as the witness, and in this case both properties
hold trivially, since the updates in U’ are a subset of those in U. O

2.11 Thread-pool Evaluation

eval :A(MSt) x A(TPool) x P(A(MSt) x A(TPool)) — Q
eval(p, T, q) Z(irr(u, T) A (1, T) € q) V (VT (1, T) = (i, T') = peval (1!, T’ q))

Lemma 31 (Safe-Eval). For any thead pool (u,T) € A(PSt) and families of assertions
p : dom(T") — Proppgo, q : dom(T') — Val — Prop g, if

Vt € dom(T'). stable(p(t)) Vt € dom(T'). Yv € Val. stable(q(t)(v)))
vt € dom(T). safe((t,T(t)),p(t),q(t)) 1€ [Bredom(n)P(t)]

then
eval (,u,T, A, T. 1 € L®t€dom(T)Q(t)(T/(t))J) .

Proof. By Lob induction. Since we know p is an erasure of a state, we know there exist
h and U such that p = (h,U) and dom(U) = dom(T"). By Lemma 1, there are two
cases: either we are in a terminal state, or there exist a possible reduction. We proceed
by inspecting these two.

Let us first consider the terminal case. By Lemma 1, we know that for any thread
t € dom(T), T(t) is a value, and U(t) = e. Thus, irr(p,T) holds, and so we pick the
left branch. We are left with showing that (h,U) € [®:cdom)q(t)(T(t))]. However,
since we know that no thread can proceed, we also learn, from the safety assumption,
that for any thread we have p(t) T q(¢)(7'(t)). This shows us how to proceed: we
should successively apply the view-shifts for each consecutive thread, while treating the
separating conjunctions of the threads already shifted and these yet to be shifted as a
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frame. Formally we need to weaken our assumption to say that for any thread pools T}
and Ty such that Ty W Ty = T if (h,U) € |®cdom(ry)q(t)(T1(1)) * ®tcdom(m)P(t)], then
(h,U) € [®tedom(r)q(t)(T(t))], and proceed by induction on the size of T5. In the base
case T is empty, so 11 = T, and the lemma holds trivially. Otherwise, we know that 75 =
(t,v)WT} for some T4, t and v. Thus, since all of p and ¢ are stable, we can apply the view-
shift for thread ¢: we know that (h,U) € [p(t) * ®tcdom(ry)q(t)(T1(¢)) * Bredom(y)P(t)],
so we get that (h,U) € |q(t)(v) * ®secdom(ry)a(1) (T1(1)) * ®redom(1)P(t)]. Now, to use the
induction hypothesis for the smaller 7% we only need to take T{ = T W (¢,v). Thus, this
part of the proof is finished.

Let us now consider the case where a reduction could occur. The decomposition
lemma gives us a state (u/,T”) such that ((h,U),T) — (/,T"). By definition of single
step evaluation, this means that there is a thread ¢ € dom(7'), an action a € Act, and a
thread pool T' € TPool, such that (t,T(t)) = T", i’ € [a](p) and T = (T —t) W T".
We will consider the case when a = flush(t) separately, since this can occur even if T'(¢)
is a value; all the other actions will follow from the safety of thread t.

Let us assume a = flush(t). In this case we can take the instrumented state m that
mediates the erasure and use the Lemma 19 to get a state m’ € > ®tedom(T) P(t) such
that ¢/ € >[m']. The remaining obligation is easily discharged by induction hypothesis
and monotonicity of .

Now, let us consider the case when a is not a flush action. In this case, we know that
T(t) can not be a value, so from the assumption of safety of ¢ we get p’ : dom(7T") —
Prop rgo and the following facts:

t € dom(T") Vt' € dom(T"). »stable(p'(t')) asat {p(t)} {®pedomrp'(t')}
>safe((t,T"(t)),p'(t),q(t)) VYt € dom(T" —t). safe((t',T"(t")),p (t'),A_.T).

As in the previous case, we can now take the mediating instrumented state m and use
the atomic satisfaction, taking @tledom(T,t)p(t’ ) as a frame, to obtain a state m’ such
that

pen(m] m' € > ®pedom(r—t) P(t) * ®pecdom(r)P ()

This, along with the previously obtained safety and stability properties allows us to use
the induction hypothesis to conclude that

Deva’l(/‘/a Tlv A(M//v T//)' :U’,/ € £®t€dom(T)Q(t) (T//(t)) * ®t€dom(T”—t) TJ :

However, since we know that px T C T for any assertion p, this gives us the required
obligation that

seval (', T, N, T"). 1" € L®tedom(T)Q(t)(T”(t))J7

which ends the proof. ]
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Additional logical connectives

Tpin t7={(l,s,U,¢) € M| (flush(l,U(t)),s,Ult — €],¢) € Tp}
pU ¢ Z{(1,5,U,¢) € M| 3o, B € A(SBuffer). Jo € A(OId). 3f € A(FName). Jv € A(Val).
Ult)=a-(o,f,v)-BA (s, Ult— al,{) EpA
(Aush(l, - (o, f,v)),s,Ult — B],¢) € q}
cl(p) ={m € M |Im' € p. m' (S URA)" m}

Semantic read and write judgments
plwo.frrv,g €Vt € TId. Y(l,5,U,¢) € p(t). t € dom(U) = plookup(o.f,U(t),1) = v A
> (flush(l,U(t)), s, Ut — €],¢) € Tq(t) xo.f — v7
pF™o.f = v =Vt e TId. Vm € p(t). t € dom(U) = plookup(o.f,m.U(t),m.l) = v

vt,t' € TId. VYm € p(t'). t #t' At € dom(U) =
> lookup(o. f,m.U(t),m.l) = v

def

pEYo.f—v=

3 Logic
The specification logic is given by the specification entailment judgment,
r|®kES,

where S is a specification I' — a logical variable context, and ¢ — a specification context.
The specification logic extends a standard higher-order intuitionistic logic.Similarly, both
of the assertion logics, SC and TSO, are given by the assertion logic entailment judgments,
of the form

A |@|PHLQ,

where L ranges over {SC,T'SO}, P and Q are the assertions of the appropriate logic, I is
the logical variable context, A — the program variable context, and ® — the specification
context. The SC logic is a standard higher order assertion logic, while the T'SO logic
extends the higher-order intuitionistic separation logic with several additional proof rules
for the TSO connectives.

3.1 TSO Assertion Logic

Listed below are some of the proof rules of the TSO assertion logic. For the sake of clarity,
we do not present the introduction and elimination rules for the standard connectives of
higher-order intuitionistic separation logic here.
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I'; A'| @ |- stable(P) A stable(Q)

DA | (PU Q) Frso (PU Q) VQ

;A | ® - stable(P)
STAB-1 STAB-S
A | @ | PErso (P) LA 1@ [ (P) Frso P

- e — jW—HINTERP : — —IW_Z/{
F,A|(I>| P }_TSO Pint F,A’PUtQFTSO ant

[A[®[PrFrso P2 T5A 1@ [ Q1 Frso Qo
A | @ | Py U Quirso P2 Uy Qo
;A | @ b—stable(P)
AT [P (QU R) Frso QU (P *R)

STAB-U

Cons-U

*

3.2 Syntactic Sugar

We provide some syntactic sugar for more convenient reasoning within the TSO logic,
where the pre- and postconditions are parametrized with the current thread identifier.

P=MtcTIld. "Pint”
PUQ=XteTld. P(t) Uy Q(t)
PUQ=AtecTId It' e Tld. t #t' « P(t') Uy Q(t)
stable(P) =r—stable(P) A b—stable(P)

3.3 Read and Write Rules

These judgments determine what values can be read from or written to the local state.
The write judgment also provides the value of the field (for use of the compare-and-swap
rule), as well as information about the state that will become flushed at the time the
write action reaches the heap. The read judgment comes in two forms, dependent on
whether the assertion currently inspected seen from the perspective of the thread which
performs the read or some other thread’s.

The forms of these judgments are I'; A | P xf — vand I'A | P by xf — v,Q
respectively, where s, ranging over the set {m, o}, is the flag. Note that Q above is an
Propgc.
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R-SELF R-OTHER

A [ pxf = v xf v DA [ pTxf = vIE xfv
ATQHxf—v A | PR xfi—v
R-U-M R-U-O
A|PUQH xfi—>v AIPUQR xf—v
DA | PR xf—v _ AT |PEQ A QR xf=v
= R-U R-Cons
A|PUQH xfi—>v A PR xf—v
A PRy xf—=v,R
— W-AX — W-*
;A [ pxf= vy xf—v, T A | P*>Qby xf—v,QxR
A | Qb xf—v,R A PEQ A | QR xf—v,R
W-u W-Cons
ATPUQFy xf—v,R APy xf—v,R

3.4 Specification Logic

In the following we present the rules for reasoning within the specification logic. The
introduction and elimination rules for standard higher-order intuitionistic logic are omit-
ted, since they are completely standard.

3.4.1 Reasoning about Hoare triples
Atomic Command Rules
A | PE xf—v
D;A | ®F (P)xf(r. Pxr=v)"
[;A | Phyxf=Vv,Q
A PEPyxf:i=v( .PU(Qxx.f—vT")
A PHxf—v V # Vo
[;A | @ F (P) CAS(x.f,vi,vo) (r. r = false x P)©
APy xf—=v,Q
[;A | @ (P) CAS(x.f,v/,v) (r. r = true x "Q * x.f = V')
A | @ Vy,r. stable(Q(y,r))
FLA[OFneC T,A|®PFVxe X. Vye f(x). (x,y) € (T(A)"
T [®FVxeX. (A)PxpI(x)e(r. Iy € f(x). Qly,r) * ®acalalfq) *>I(y)) MM
I'|®F (A). (Pxregion(X,T,1,n))
e
(r. 3. Qy, 1) % Bacalal? ) * region({y}, T, I,n))C
L|®F (A).(P)e(QY  atomic(e)
Lok (A)AP}e{Q}

A-READ

& A-WRITE

A-CAS-FALSE

ol A-CAS-TRUE

A-REGION

A-START
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Structural Rules
I|®-PCAQ I'|®t stable(R)
I|®+-P+«RCAQx*R
L|®F(A).(PYe(Q) TI,A|®F stable(R)
e+ (A){P*>R}e{Q=R}
L|®F(A){P}e{Q} TI,A|® stable(R)
ok (A){PxR}e{Q=*R}
L|®FP,CAPy,  T|®F(A).(Py)e(Q)? T|dFQLCAQ
L |®F (A).(P1)e(Q)!
P[@-P TPy,  T|OF(A){P2}e{Qo} F’(I)'_QQEQlc
L|®F (A){Pi}e{Q:}

V-FRAME

A-FRAME

FRAME

A-CoNs

ONS

Other Rules for Commands
I', ¥, this | ® - stable(P) A stable(Q)
L|®F>(Cm: (y).{P}{Q}) '+ C: Class
I'| ®(A)A{P[v/y,x/this] xx : C} x.m(V) {Q[v/y, x/this]}
', this | ®  stable(P) A stable(Q)
C|®E>(Cim: (—).{"PT}{Q}) '+ C: Class
I'|®F (A){"P[x/this| " xy: C} fork(y.m) {T}
[',X | ® |- stable(P) A stable(Q) L'oFp(C: (x).{P}{Q}) I' = C: Class
I &(A) {P[v/x]} new C(¥) {Q[¥/X]}
L&k (A){P}er {r. Q(r)} LoF (A x){Q(x)}ex{r. R(r)}
' ®F (A){P}let x=-ej in ey {r. R(r)}
I';— Fv:Val VAL
C|oE{T}v{r.r=v}

CALL

FORK

NEw

BIND

View-Shifts

r|erFPCA*Q T |®+HQCAR I'|®|PFQ
1 VTRANS iy VIMPL
re-QC”R r|eFPCAQ

NoéokFzeX L'|®FVYneC. Vs up(I(n)(s))
' ®F A and B are finite I'| ® - C is infinite
| ®+VneC. Px®qcala]] = >I(n)(z)
I'|®FVneC. Vs. stable(I(n)(s)) rNe-AnB=10

& - — VALLOC
I'®FPLCY 3neC. region(X,T,1I(n),n) * ®acpla]]
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I'| @ F stable(P) ['| @ stable(Q)
I|dFneAd T|dFVzeX. fla)eY
Fet-veeX. (z,f(z) eT(a) V f(z) =2

[|®FVzeX. Pxnl(z)*[a]? MY QunI(f(2))

- T VOPEN
I'| @ F region(X,T,I,n)*Px[a]r C” region(Y,T,I,n) % Q

Derived Rules — Hoare triples for the SC Logic

I';— Fv:Val xeA
L|®F (A).xf=v]xf[r.r=vsx.f—v]
I' — Fv:Val x €A
Lok (A).xf— |xfi=vrxfy]
I',y, this,r | ® - r—stable(P) A r—stable(Q)
I'|®F(Cm:(¥).[P]r Q) '+ C: Class
I'| ®(A).[P[V/y,x/this] xx : C| x.m(V) [r. Q[V/¥, x/this]]
[, %,r | ® F stable(P) A stable(Q)
I'okF>(C: (x).[P][r. Q)) '+ C: Class
I'| ®(A).[P[v/X]] new C(V) [r. Q[v/X]]
ok (A).[P]e]r. Q] I'A| @ - r—stable(R)
F|®F(A).[P«R]elr. Q*R]
;A |®|PrlFsc Py T ®F(A)Pelr. Q) T,nA|®|QobseQ
L'|®F (A).[P1] e]r. Q1]
A |®|PEvV=true C'|®F (A).[P]er]r Q]
['|®F (A).[P]if v then e; else e; [r. Q]

A |Prv=false T |®F (A).[Plex]r. Q]
I'| ®F (A).[P]if v then e; else e [r. Q]
L@k (A).[P]er[r. Q(r)] Lok (Ax).[Q(X)] ez [r. R(r)]
['|®F (A).[P] let x =eq in ey [r. R(r)]

I'—Fv:Val I'|®F(A){P}e{Q}

Ll@E[T]v[rr=yv]| S-VAL T'|®F (A).[Plelr. Q)] S-SHIFT

S-READ

S-WRITE

S-CALL

-NEwW

S-FRAME

S-CoNs

S-Ir-T

S-1r-F

S-BIND

3.4.2 Later operator

In the following proof rules, the rules for distribution over quantifiers and binary connec-
tives work for both SC- and T'SO-level connectives (except for U operator, which is only
defined on the TSO level), hence we omit the subscripts on the entailments.
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I'®,»>SES

SLoB ———— SMoONO
rfokES re-S=n»S
op € {N\,V,x, U} Ec{—""—int"}
LBIN LEMB
;A | @ | (P op Q) 4 (5P) op (>Q) T;A | @ |o(E(P)) 4 E(P)
LIMmPL LWAND
A|®|>(P=Q)F (>P)= (»Q) A [@ | >(P=*Q)F (>P) = (>Q)
Qe {v,3}

LQuANT
DA T® [ p(Qz: 7. P(x)) 4F Qx = 7. > P(x)

3.4.3 Reasoning about stability

Stability consists of two components: stability under region interference (r—stable) and
stability under store-buffer interference (b—stable). The first of these is defined for both
level of assertions, the second only for Prop;so,. Note how both embeddings preserve
stability under regions and grant stability under store-buffer interference, and that the
explicit stabilization does indeed provide stability.

T |®FVagA VoeX T(a)(z) C X
I' | ® - r—stable(region(X, T, n) * ®acala]])
TH1:Ald—PSldxSld) I'Fn:Rid
I' | ® - r—stable(rintr(l,n))

ce{T, L, emp}
I' | ®  stable(c) I' | ® F stable(x.f — v) I' | ® F stable(x : C)

T'|®Fstable((P))  I'|®F+ b—stable("P7) T |®F b—stable("P in t7)

I'| ® F r—stable(P) I'| ® - r—stable(P)
I'| ® + r—stable("P™) I'| @+ r—stable("P in t7)
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I'| & F b—stable(P) I'| & + b—stable(Q) ope {A,V, *}
I'| ® - b—stable(P op Q)

I'| &+ Vx: 7. b—stable(P(x)) I'| ®F Vx: 7. b—stable(P(x))
I'| ® F b—stable(Vx : 7. P(x)) I' | ® - b—stable(3x : 7. P(x))
I'| ® F r—stable(P) ['| &+ r—stable(Q) ope {A,V, x}
I'| @+ r—stable(P op Q)

I'| ®F V¥x: 7. r—stable(P(x)) I'| ®F V¥x: 7. r—stable(P(x))
I'| @ - r—stable(Vx : 7. P(x)) I'| @ r—stable(3x : 7. P(x))

3.4.4 Method verification

To verify a method or a constructor, we verify its body:

I'; A this= P : Tld — Propso I'; A this= Q= Tld — Val — Propyso
body(C,m) = (T m(A) =e) ['| ®F (A, this).{P x this: C} e {Q}
Lok Cim: (A).{P}{Q}
ctorBody(C) = (C(A) =)

T;AFP:Tld— Proprgy ;AR Q:Tld — Val — Prop,,

r | [ONS (A,thlS){P * ®f€fie|ds(0)rthis'f — null™ % this : C} e {Q}
riet+C:(A).{P}{Q}

Note that constructors are syntactically required to return the value of the newly allo-
cated object.

4 Interpretation

4.1 Types

[F1:Type] =1
[F7—o0:Type] =[F 7: Type] — [+ o : Type]
[F7xo0:Type] =[F 7: Type] x [ o : Type]
[F7+0: Type]
[=P(7) : Type] = P([- 7 : Type])
[ Proprso = Type] = Proprgo
[F Propsc : Type] = Propgo
[ Spec : Type] = 2
[ A(X) : Type] = A(X)
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4.2 Contexts

[T,x:7] =[T] x [F 7 : Type] [e] =1
[A,x: Val] = [A] x [+ Val : Type] [e] =1

4.3 Lambda calculus

[T A F x: 7](7,6) = ()

[T;AFx: Val](vy,d) = m«(0)
[T;AFEMX:T. M:7 = 0a](v,0) = v € [F7: Type]. [[,x: ;A FM:a]((9,v),0)
[T;AEMN:o](v,0) = ([I5AFM: 7 — o] (v,0) ([T AFN:7](v,9))

4.4 TSO Assertion Logic

[T AF L : Proprso] (7, 6) =

[T A F T : Proprso] (7, 6)
[T;AFEPAQ:Proprso](7,9) = [[F AF P :Proprso](7,0) NI A F Q : Proprso] (7, 9)

(7,0) =

(7,0) =

[I';AFPVQ: Propg] (v, [0s AP Propso]l(7,6) U I A F Q: Proprso](v,9)
[TAFP=Q:Proprso] (7, {m e M |Vn>m.

n € [IAFP:Propsol(7,0) =

n € [[;AFQ: Proprgo](v,0)}

[T A FVx:7. P:Propiso](7,6) = ﬂ [T, x:7; A F P Proprso] (7, v),6)
vE[F7:Type]
[T;AF 3x:7. P:Propyso](7,9) = U [Ty :7; A F P Proprso]((7,v),9)

ve[FT:Type]

[T; A TP Propreo] (7, 6) £ let p = [T A F P : Prope ] (7,6) in Tp?
[C;AF TP in 7 : Proprso](7,6) £ let p = [I; A+ P : Propg ] (7, 6) in Tp in ¢
[T;AFPU Q: Propreo](7,0) < let p = [[;A F P : Propgo] (7, 6) in
let ¢ =[I';AF Q: Proprso](7,9) in
pUsq
[T A - (P) : Proprso](v,6) € let p = [T A+ P : Propygo] (v, 6) in cl(p)
[T; A+ emp : Propyso](7,0) = M
[T;AFPxQ:Proprso](7,0) = [[5 A F P : Proprso] (7,60) * [T A F Q : Proprso] (77, 9)
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4.5 SC Assertion Logic

[T;AF L : Props](v,9)
[T;AF T : Props](7,9)
[T;AFPAQ: Props](7,9)
(7,9)
(7,9)

I
r =

[T A P:Props.](v,0) N[ A Q : Propsc] (7, 9)
[T A P:Props.](v,0) UL AR Q: Propsc](7,9)
={meH|Vn>m.

n € [I;AF P: Props](v,d) =
ne[;AFQ: Props](v,6)}

[TAFPVQ: Props](7,
[T;AFP= Q:Props](v,

[T A FVx:7. P:Props](v,60) = ﬂ [T,x:7;AF P :Props]((v,v),0)
vE[FT:Type]
[T;AF 3x:7. P:Propg](vy,0) = U [T,x:7; A P:Propg.]((v,v),9)

velFrType]
[T; A+ emp : Props ](v,d) =H
[T AFPxQ:Props](7,d) =[5 A F P :Props.](7,6) * [I'; A F Q : Propsc](y,0)
[T; A x.fr—v:Props](v,0) = let o = [ A F x: Val](v,9) in
let f=[I;AHFf:Field](y,0) in
let v =[T;AF v:Val](v,d) in
{m e H |m.(o, ) =v}

[T; A F region(M, N, R) : Propg.](7v,0) =
{m e M | 3T : A(Ald — P(SId x SId)).
let M =[IAFM:P(SId)](v,d) in
let R=[I'yAFR:RId](7,d) in
o(T)=[IAFT:Ald — P(SId x SId)] (v, ) A
m € region(M,T,R)}

[T A+ rintr(I, R) : Propsc]|(7y,0) = rintr([T'; A+ 1: Sld — Prop1so] (7, 6), [I'; A F R : RId] (v, §))
[T; A+ [AJR : Propsc](v,6) = action([T; A+ A : Ald](v,d),
[T; A FR:RId](7,9),
[T; A FP: Perm](y,0))

where ¢ embeds predicates from our set-theoretic metalogic in the topos of trees. For
more details, consult the iCAP technical report [2].
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4.6 Specification Logic

[I'+ L : Spec](v)
[I'+ T : Spec](v)
[T' =S AT:Spec](v)
(7)
(7)

[[ I'FS:Spec](vy) A[I'F T : Spec] ()
[T'FS:Spec](y) vV [I'FT: Spec](y)
=[I'FS:Spec](y) = [I'+ T : Spec](v)

[T' =SV T:Spec](y
[T'+S = T:Spec](y

[T+ Vx:7.S:Spec](y) =Vv €[ 7:Type]. [T,x: 7FS:Spec]((v,v))
[T+ 3x:7.S:Spec](y) =Fv e[+ 7:Type]. [I,x: 7FS:Spec]((v,v))
[T'=M=;N:Spec](y)=[TFM:7](v)=[T"FN:7](v)

[T (A){P} e {Q}](7) €Vt € TId. V5 € [A].
let p=[I5AFP:Tld — Propso](7,9) in
let ¢ =[AFQ:Tld — Val — Prop;so](7,9) in
safe((t,d(e)), p(t), q(t))
[T F (A).(P) e (Q)A](v) £Vt € TId. V6 € [A]. Va € Act. Vv € Val.
let p=[I5AFP:Tld — Propso](7,9) in
let ¢ =[AFQ:Tld — Val — Prop;so](7,9) in

(t.6()) = {(t,0)} = a sata {p(t)} {a(t)(v)}

[Tt r—stable(P) : Spec](y) = let p = [I';e F P : Propg](y,€) in rstable(p)
[T - b—stable(P) : Spec](y) =let p = [I';e - P : Propso] (7, €) in bstable(p)
[T HPERQ:Spec](y) = let p=[T;e+ P : Proprso](7,€) in
let ¢ =[;e - Q: Proprso](7,€) in
let R=[I'FR:P(RId)](y) in
PERQq
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4.7 Judgments

[T;A | Plyxf—=v,Q)(v,0) =let p=[I';AFP: TId — Propiso](7,0) in
let g =[I'AF Q: Proprso](7,0) in
let o = [I'; A Fx: Val](y,0) in
let v =[IAF v:Val](v,d) in

phkwof—uvq
[T;A|PED xf—=v](v,0) = let p=[I'; A P : Propgo](7,0) in
let o = [’ AFx: Val](v,0) in
let v =[T;AF v:Val](v,d) in
pkofi—w
[T;A | p b x.f = v](y,0) = let p=[I5AF P : Proprso](7,9) in
let o = [ A F x: Val](v,9) in
let v=[I';Atv:Val](v,d) in
pFlof—w

4.8 Embeddings and later operators

[Tt valid(P) : Spec](y) = valid([I'; — = P : Propso] (7))
[T+ S : Spec] () =>([I'F S : Spec](¥))

[T; A+ spec(S) : Propsc](v,9) = spec([I' S : Spec](7))
[T; A F P : Proprgo] (7, 9) [T; A F P : Proprgo](7,9))
[[F; AFpP: ProPsc]] (7,6) [[D AFP: ProPsc]] (7,9))

>(
>(
4.9 Entailment

[T:A | @ |Prrso Q) =
Vy € [I]. V6 € [A]. [®](y) = [I5AF P : Proprso](v,6) € [T A F Q- Proprgo] (7, 9)

[T;A|®|Plge Q) =
Vy € [I]. Vo € [A]. [®](y) = [T; A F P : Props](7,0) C [T AR Q : Propg ] (7, 9)

[[FSl,...,Snl—T]]Vve[[F].( A [[FI—Si:Spec]](y)):>[[F|—T:Spec]](7)



5 Soundness
Lemma 32.
Vp € Propge.>"p'="pp’
Proof (C). Assume >(I,s,U,() € "p". Then by definition of the embedding,
(3 € A(LState). I < 1A (I',5,U,¢) € p AU, U))

Since later commutes over existentials over constant sets and conjunctions and I’ < [
and 1fd simply reduces to (universally quantified) equalities on constant sets, which are
upwards-closed, the above is equivalent to:

A’ € A(LState). (I <1V L) A (1, s,U,C) €op A (AT, U) VL))

In case > then (I,s,U,() € ">p holds trivially, by taking !’ to be the empty local
state, which is trivially smaller than [. Otherwise, the conclusion follows directly from
the assumptions. ]

Proof (2). Follows easily by monotonicity of . O

Lemma 33.

Vp,q € Proprso. > (pUs q) = (bp) Us (>q)
Proof (C). Assume (I,s,U,() € >(p U, q). Hence, by the definition of U;

>( 3o, B € A(SBuffer). 3o € A(OId). 3f € A(FName). Jv € A(Val).
Ult)=a- (o, f,v)- BN sUlt—al,()epA
(flush(l, - (o, f,v)),s, Ut — B],¢) € q)

Since constant sets are trivially total and > commutes over A this reduces to

Jda, B € A(SBuffer). 3o € A(OId). 3f € A(FName). Jv € A(Val).
>(U(t)=a- (o, f,v)-B)A(l,s,Ult— a],{) €E>p A
(flush(l, a - (o, f,v)), s, Ut — B],() € >q

Since equality on constant sets is upwards-closed, this is equivalent to

Jda, 5 € A(SBuffer). Jo € A(OId). 3f € A(FName). Jv € A(Val).
Ut)=a-(o,f,v)-BA (s, Ult— al,() Epp A
(flush(l, a - (o, f,v)),s,Ult — B],() € >q

Hence (1,s,U, Q) € (>p) Uz (>q). O
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Proof (2). Assume (l,s,U,() € (bp) Uy (>q). Then

o, B € A(SBuffer). Jo € A(OId). 3f € A(FName). Jv € A(Val).
Ult)=a-(o, f,v)-BA(sUlt—al],{) e>pA
(flush(l, - (o, f,v)),s, Ut — B],() € >q

by monotonicity of > and by commuting > over A and 3, it follows that

>( 3o, B € A(SBuffer). Jo € A(OId). 3f € A(FName). Fv € A(Val).
U(t) = a- (0, f,0) - B A (5, Ut a],¢) € p A
(flush(l, - (o, f,v)), s, Ult = f],C) € q)
Thus (I, s,U,¢) € >(p Uy q). O

Lemma 34. For any A € P(A(RId)), p € A(TId) — Proppso, f € A(FName),
vi,v9 € A(Val), t € A(TId) and o € A(OId),

p Tt o.f = v = read(t,o, f,v2) sata {p(t)} {p(t) * v = va}
Proof. Let r € Proprgo, m € M, h € A(Heap), and U € A(SPool) such that

m € p(t) *>r (h,U) € [m|a staf})le(r).

Hence, there exists mi,ma € M such that m = my e my, m; € p(t) and mg € pr. If
t & dom(U), [read(t,o, f,v2)](h,U) = () and the conclusion holds vacuously. Assume,
then, that t € dom(U). Now, from the definition of F" it follows that

plookup(o. f,m1.U(t), my.l) = v;.
Since equalities on terms of constant sets are upwards-closed it follows that
lookup(o.f,m1.U(t),m1.l) =v; V>L

The > case follows trivially as the definition of atomic satisfaction only requires the post-
condition to hold later. In the lookup(o.f, m1.U(t),my.l) = v1 case, o.f € dom h, and so
4 & [read(t,o, f,v2)](h,U). Now we can take any (h',U’) € [read(t,o0, f,v2)](h,U). By
definition, it follows that h = A/, U = U’, and v; = vy9. We pick m’ to be m and thus
have to show that

>(m € p(t) x vy = vy *7) >((h,U) € Im]a)
Both follow easily from monotonicity of > and the fact that ¢ € vy = vy. O

Lemma 35. For any A € P(A(RId)), p € A(TId) — Proprso, g € A(TId) — Propgc,
f € A(FName), vi,v2 € A(Val), t € A(TId) and o € A(OId),

plw o.f = va,q = write(t,o, f,v1) sata {p(t)}{p(t) U ("q(t) xo.f — v17)}
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Proof. Let r € Proprgo, m € M, h € A(Heap) and U € A(SPool) such that

m € p(t) >r (h,U) € m|a stable(r)

Hence, there exists mj, mo € M such that m = my e mg, m; € p(t) and mg € >r. Let
m = (l787U7C) my = (l1787U7C) mo = (l2787U7C)

Analogously to the read case, we only need to consider the case when t € dom(U). From
the definition of F, it follows that

plookup(o.f,U(t),l1) =ve  >(flush(ly,U(t)), s1,Ult — €], (1) € Tq(t) xo.f — vo .
Since equalities on constant sets are upwwards-closed, it follows that
lookup(o.f,U(t),l1) =v2 VL

As the >_L case follows easily from Lemma 15, assume lookup(o.f,U(t),l1) = va. Then
(0, f) € dom(h) and thus 4 & [write(t, o, f,v1)](h,U). Now, we can take any (h',U’) €
[write(t, o, f,v1)](h,U). By definition of action semantics, this means that ' = h and
U =Ult—U()- (o, f,v1)]

Take m’ = (I,s,U’, (). Since (o, f) € dom(ly), >((l2,s,U’,¢) € r) and (h,U’) € |m/]|
follow by stability of r and interpretations of the shared regions. Hence, it suffices to
show that >(l1,s,U’,¢) € p(t) Uy (Tq(t) xo.f — v17). To show this, we pick the final
update in U’(t), and thus need to show

>(l1,s,U,¢) € p(t)  >(flush(ly,U(t) - (o, f,v1)),s,U[t — €],{) € Tq(t) xo.f — vy

The first property follows from our assumptions and monotonicity of later; the second
is more involved. Since the interpretation of Propg- distributes over separating con-
junction, we know there exist l3,l4 € A(LState), such that >l3 e [y = flush(l1,U(t)),
>(l3, 51, Ut = €],¢) € "q(t)" and >(l4, 51, Ut — €],{) € To.f +— vy. We can now show,
using the properties of flush, that

flush(l1, U(t) - (o, f,v1)) = flush(ls, (o, f,v1)) @ flush(ly, (o, f,v1)).
Since >(o, f) € dom(l4) has to hold, we can also conclude easily that
>(flush(ly, (o, f,v1)), s, Ut — €],{) € To.f — vy

However, since >(o, f) ¢ dom(l3), (I3, U[t — €]) Rg (flush(is, (o, f,v1)),U[t — €]), and
by Lemma 30 and monotonicity of later, "¢(¢)™ is stable under store-buffer interference
later, which concludes the proof. O

Lemma 36. For any A € P(A(RId)), p € A(TId) — Proprgp, t € A(TId), o €
A(OId), f € A(FName), v,v,,v, € A(Val), x € A(2),

pElo.f = v Av# v, = cas(t, o, f,vo,0n,x) sata {p(t)}{p(t) * z = false}
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Proof. Let r € Proprgo, m € M, h € A(Heap), and U € A(SPool) such that

m € p(t) x>r (h,U) € [m]a stajale(r).

Hence, there exists mi, mo € M such that m = mjemg, m; € p(t) and mg € >r. As with
read and write actions, if ¢ ¢ dom(U), the statement is vacuously true, since in that case
[cas(t, o, f,vo, v, x)] = 0. Thus, we know that ¢ € dom(U), and so, by definition of F™*,
we get plookup(o.f,U(t), m1.l) = v. As equalities on constant sets are upwards-closed,
it follows that

lookup(o.f,U(t),mi.l) =v V>L

As the conclusion follows trivially in the > case (by Lemma 15), assume
lookup(o.f,U(t),m1.l) = v.
This means that (o, f) € dom(m;.l) C dom(h), and so 4 & [cas(t, o, f,vo, vy, x)].

Take any (h',U’) € [cas(t, 0, f,vo, Un, 2)]|(h,U). Since v # v,, there is only one non-
vacuous case, in which we learn that A’ = h, U’ = U and z = false. Thus, we pick
m’ =m, so (h,U) € [m] 4 holds by assumption. To show that

>(m € p(t) = false = false * ),

we pick the same splitting of m, which gives us mo € >r. Now we can split m; as
my e (g,m.s,m.U,m.C), and both branches follow easily by monotonicity of . O

Lemma 37. For any A € P(A(RId)), p € A(TId) — Propso, g € A(TId) — Propgc,
t e A(TId), o € A(OId), f € A(FName), vo, v, € A(Val), x € A(2),

plw o.f = vo,q = cas(t,o, f,vo,vn,x) sata {p(t)}{"q(t) *xo.f — v, *x = true}
Proof. Let r € Proprgo, m € M, h € A(Heap) and U € A(SPool) such that
m € p(t) xpr (h,U) € [m]a Stai‘ble(r)
Hence, there exists my, mo € M such that m = my e my, my € p(t) and mg € >r. Let
m = (l,5,U,() my = (l1,5,U, Q) ma = (l2,5,U, ()

As in the other cases, if ¢ € dom(U), the statement holds vacuously. In the case when
t € dom(U), by definition of -y, we get plookup(o.f,U(t),l;) = v, and

>(flush(ly, U(t)), s, Ut — €],() € Tq(t) xo.f — v, .
Since equalities on constant sets are upwards-closed it follows that

lookup(o.f,U(t),l1) = v, V>L
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As the conclusion follows trivially by Lemma 15 in the >_L case, assume lookup(o. f, U(t), ;) =
Uo. Since (o, f) € dom(l1) C dom(h), we can conclude that 4 & [cas(t, o0, f, vo,vn, )],
which leaves us with the second conjunct.

Take any (h',U’) € [cas(t,o, f,Vo,vn,x)](h,U). The only non-vacuous case is the
successful compare-and-swap action, in which case z = true, U’ = U[t — €], and
h' = flush(h,U(t) - (o, f,vn)). Pick m' = (flush(l,U(¢t) - (o, f,vn)), s, U[t + €],¢). Since
flushing distributes over eg:.t., we can easily show that

(flush(lo, U(t) - (0, f,vn)), s, Ut — €], () € >(r)

by using stability of the latter assertion. By using the same argument as in the case of
write, and Lemma 30, we can also show

>(fush(ly, U(t) - (o, f,vn)), s, Ut — €],() € "q(t) * 0.f + v, " * true = true.

What remains is showing that (b, U’) € [m']| 4. However, we can pick the state I/, =
flush(’, U(t) - (o, f,v)) and the map sry(r) = (flush(mi(sr(r)),U(t) - (o, f,v)),U’), where
I and sr are the witnesses of (h,U) € |m]4. This leaves us with showing sr,(r) €
|(s,¢)]r for € doms N A. However, since (o, f) ¢ dom(m(sr(r))), we know that
sr(r) Ry srn(r). Also, since |(s,()], is defined as application of the action model, it’s
upwards-closed under interference, and so sr,(r) € [(s,()]. O

5.1 Read and Write Judgments
Lemma 38 (W-Ax-Sound). For any o € A(OId), f € A(FName), v € A(Val)

MeTld. pTof—vint)Fyo.f—uv, T.

Proof. Take any t € A(TId) and >(I,s,U,¢) € To.f — v in ¢t such that ¢ € dom(U).
By definition, this means that >(flush(l,U(t)), s, Ut — ¢],() € "o.f — v7. This implies
both that

>(flush(l,U(t)), s, Ut — €], () € "T xo.f — v

and, by definition of points-to predicate, that >(flush(l,U(t))).h(z, f) = v, which means
that
>lookup(z.f,U(t),1) = v,

which in turn ends the proof. O

Lemma 39 (W-*-Sound). For any p € A(TId) — Propgso, ¢ € Propgc, 7 € Propgc,
o€ A(OId), f € A(FName), v e A(Val)

phwo.f—=uvr= (A€ Tl pt)«pTqgint") by o.f — v,qgxr.

Proof. Take any t € A(TId) and m € p(t) *>"q in ¢t7 such that t € dom(m.U). By
definition, there exist states mi and mg such that m = m; e mg, my € p(t) and my €
>Tg in t7. Let (I1,s,U,¢) = my and (I3, s,U, () = my. From the assumption we get that
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plookup(o.f,U(t),l1) = v and >(flush(ly,U(t)),s, U[t — €],¢) € "r*o.f — v7. Since
m.l = l1 ®pgtate l2, this means that plookup(o.f, m.U(t),m.l) = v. For the remaining
property, note that

ﬂUSh(ll ® LState [2, 04) = ﬂUSh(lh Oé) ® | State HUSh(l27 Oé),

so it suffices to show that >(flush(lz, U(t)), s, Ut — €],() € "¢, which follows directly
from mg €>lgin t™. O

Lemma 40 (W-U-Sound). For any p € A(TId) — Proprso, ¢ € A(TId) — Prop g0,
r € Propge, o € A(OId), f € A(FName), v € A(Val),

qbwo.f=ur= (A€ TId p(t) U q(t)) Fw o.f — v, 7.

Proof. Take any t € A(TId) and (I,s,U,() € p(t) U q(t) such that ¢ € dom(U).
By definition of U, this means that there exist o and (3 such that U(t) = a - 8 and
(flush(l, @), s, U[t — ], ) € q(t) (we fold the update from the definition into «, since it’s
not of interest in this proof). By instantiating the assumption with the latter, we get that
plookup(o. f, B, flush(l, @)) = v and >(flush(flush(l, @), B), s, Ut €], {) € "rxo.f — v
By the properties of flush and lookup, this means that >lookup(o.f, a - 8,1) = v and

>(flush(l, - B), s, Ut —€],{) € "rxo.f — v,
which ends the proof. O

Lemma 41 (W-Cons-Sound). For any p € A(TId) — Proprgo, ¢ € A(TId) —
Prop rgo, v € Propgc, o € A(OId), f € A(FName), v € A(Val),

gbwo.f—=uv,rA(NVte TId. p(t) Cq(t)) = phkwo.f — v,

Proof. Take any t € A(TId) and m € p(t), such that ¢ € dom(m.U). By the entailment
assumption, this means m € ¢(t), so plookup(o. f, m.U(t),m.l) = v and

>(flush(m.l,m.U(t)),m.s,m.U[t — €],{) € "rxo.f — v,
which ends the proof. O
Lemma 42 (R-Self-Sound). For any o € A(OId), f € A(FName), v e A(Val),
(M. >pTo.f »ovint!) F"o.f — v.
Proof. Take any t € TId and (I, s,U, () € p(t) such that ¢ € dom(U). We have
>(flush(l,U(t)), s, Ut — €], () € To.f — v

By definition, this means we have (I’ < flush(l,U(t))) such that >(I',s,¢) € o.f — v,
and so >o.f € dom(l'). From this, using properties of flush and lookup, we can conclude
that >lookup(o.f, U(t),l) = v, which ends the proof. O
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Lemma 43 (R-U-M-Sound). For any p,q € A(TId) — Proppgp, 0o € A(OId), [ €
A(FName), v € A(Val),

gFro.f—v= (At e TId. p(t) U q(t)) F* o.f — v.

Proof. Take any t € A(TId) and (I,s,U,() € p(t) Uy q(t) such that ¢ € dom(U). By
definition of U; we have a and (3 such that U(t) = o - § and

(flush(l, @), s, U[t — B],C) € q(t).
This allows us to use the assumption, from which we can conclude that
>lookup(o. f, 3, flush(l, a)) = v,

and so, using the properties of lookup and flush, >lookup(o.f,« - 3,1) = v, which ends
the proof. ]

Lemma 44 (R-U-Sound). For any p,q € A(TId) — Proprso, o € A(OId), [ €
A(FName), v € A(Val),

pFlof—v= (A€ TIld. I € A(TId). t £t *p(t') Uy q(t")) F* 0.f > v.

Proof. Take any t € A(TId) and m € 3" € A(TId). t # t' xp(t') Uy q(t') such that
t € dom(m.U). By definition, this gives us ¢’ € A(TId) and states (I1,s,U,() € t # t/,
(I2,8,U,C) € p(t') Uy q(t'), such that m = (I epgtate l2,5,U, (). By definition of U; we
get a and 8 such that U(t') = - and (I, s,U[t' — «] € p(t’) (this time we fold the
update into 3). Now we can use the assumption, obtaining

plookup(o.f, U[t' — a](t),l2) = v,

from which it easily follows, since ¢ # ¢, that tlookup(o.f,U(t),l) = v, which ends the
proof. O

Lemma 45 (R-Cons-M-Sound). For any p,q € A(TId) — Proprgo, o € A(OId),
f € A(FName), v € A(Val),

g o.f oA Ve p(t) Cq(t) = pHto.f—wo.

Proof. Take any t € A(TId) and m € p(t) such that ¢t € dom(m.U). By the entailment
assumption m € ¢(t), so from the other assumption we get >lookup(o. f, m.U(t),m.l) = v,
which ends the proof. O

Lemma 46 (R-Other-Sound). For any o € A(OId), f € A(FName), v e A(Val),

>ro.f = v F o.f — v.
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Proof. Take any t,t' € A(TId) and m € >o.f — v such that ¢ # ¢’ and ¢ € dom(m.U).
By definition of "—7, we know that >m.l(o, f) = v and

>(Vt € dom(m.U). Yv € Val. (o, f,v) € m.U(t)).
This means that >(o, f,v) € m.U(t) for any v, and so
>(lookup(o. f,m.U(t), m.l) = m.l(o, f) = v).
O

Lemma 47 (R-U-O-Sound). For any p,q € A(TId) — Proprgo, 0o € A(OId), f €
A(FName), v € A(Val),

pFYo.fr—uv= (A€ TId. p(t) U q(t)) F{ o.f — v.

Proof. Take any t,t' € A(TId), (I,s,U,{) € p(t') Uy q(t') such that t # t' and t €
dom(U). By definition of Uy, we get o and 8 such that U(t') = a- 8 and (I,s,U[t' —
al,¢) € p(t'). Thus, we can use the assumption to conclude that plookup(o.f, U[t' +—
al(t),l) = v and, since t # t’, plookup(o.f, U(t),1) = v. O

Lemma 48 (R-Cons-O-Sound). For any p,q € A(TId) — Proprgo, o € A(OId),
f € A(FName), v e A(Val),

gkl o.f = oAVt pt) Cq(t) =pko.fr—wo.

Proof. Take any t,t' € A(TId) and m € p(t') such that ¢t # ' and t € dom(U). By
the entailment assumption, this means m € ¢(t'), so we can use the read-judgment
assumption to conclude that >lookup(o. f, m.U(t), m.l) = v. O

Theorem 1 (Soundness). IfT'| ®+ S then [I' | ® + S].

6 Verification of a spin-lock in the TSO logic

In this section we verify the spin-lock implementation using the TSO logic. We assume
the reader has read the accompanying paper.

6.1 Specification

JisLock, locked : Propg. x Val — Propgc.
VR : Propg. stable(R) =

{R} Lock() {r. isLock(R,r)}
A {isLock (R, this)} Lock.acquire() {locked(R, this) x "R}
A {locked(R, this) * R} Lock.release() {T}
A valid(¥x : Val. isLock(R,x) < isLock(R, x) * isLock(R, x))
A Vx: Val. stable(isLock(R,x)) A stable(locked(R,x))
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Formally, the isLock and locked assertions are also embedded using —, however as men-
tioned earlier, region assertions are independent of the local state and we thus elide the
embeddings to make the proofs more readable.

6.2 Predicate Definitions

isLock(R,x) = 3dn : Rld. [AcqQ]" = region({U,L}, Tiper, I(x,R,n),n)

locked(R,x) = 3n : Rld. [AcqQ]" * [REL]]  region({L}, Tiock, I(x, R,n),n)
where

I(x,R,n)(U) =3t : Tld. ("x.locked — true™ U; "x.locked > false * R * [REL]} )
I(x,R,n)(L) = "x.locked — true”

and Ty, refers to the following transition system

Acq

O——=0

REL

6.3 Proof outline

In this section we sketch proofs for each of the spin-lock methods in iCAP-TSO. Inter-
estingly, the structure of the proof outlines differ in crucial ways from the corresponding
proofs in iCAP (which assumes a strong memory model): In the case of acquire, even if
the shared lock region is in the unlocked abstract state, it might still appear to be locked
from the point of view of a client attempting to acquire the lock (if the lock was last
released by a different thread, and release has not made its way to main memory yet),
and the client will thus be unable to acquire the lock.

Constructor

class Lock {
bool locked:;

Lock() =
{R * "this.locked — null™}
(R * "this.locked + null™)
CAS(this.locked, false, null);
(("R « this.locked — null™))
(region({U, L}, Tioek, I (this,R,n),n) * [ACQ]™)
(isLock (R, this))
{isLock(R, this)}
this
{r. isLock(R,r)}
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Acquire. The following is a proof sketch of the acquire method. As expected, most of the
interesting reasoning concerns the atomic compare-and-swap expression that attempts to
acquire the lock.

acquire() =
{isLock(R, this)}
{region({U, L}, Tioek, L(this,R,n), n) « [AcqQ]" }
let y = CAS(this.locked, true, false) in
{(y = true x region({L}, Tiock, L (this,R,n),n) x [AcQ]" = [REL]] *"R™) V
(y = false * region({U, L}, Tjoek, I(this, R,n), n) x [Acq]" )}
if y then
{region({L}, Tiock, I (this,R,n),n) * [ACQ]™ * [REL]} «x "R}
{locked (R, this) « "R}
0
else
{region({U, L}, Tioek, I(this,R,n), n) x [AcqQ]" }
{isLock(R, this)}
acquire()
{locked (R, this) « "R}

To verify the atomic compare-and-swap we use the ATOMIC rule to open the shared
lock region. Since the pre-condition asserts that the lock is either locked or unlocked
(region({U,L},...)), we get two proof obligations, corresponding to each case:

([Acq]" *>I(this,R,n)(U))

CAS(this.locked, true, false)
(r. 3y € {U,L}. [AcQ]" # o1 (this, R,n)(y) * Q(y.r.n))

where
Q(y,r,n) = (y =L*[REL]] * "R7 % r = true) V (y = U x r = false)

and

([AcQ]" *>I(this,R, n)(L))

CAS(this.locked, true, false)
(r. [Acq]" *>I(this,R,n)(L)  r = false)

We start with the (easy) second proof obligation:

([AcQ]™ *>"this.locked — true™)

(>"this.locked — true™)
CAS(this.locked, true, false)
(r. >"this.locked — true™ x r = false)
(r. [AcQ]" *p"this.locked — true™ x r = false)
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By rule A-CAs-FALSE it thus suffices to prove that
> this.locked — true™ " this.locked +— true,

which follows easily by rules R-SELF and R-CONs (to weaken "—7 to —).

To prove the first proof obligation, we first use STAB-U to do case analysis on whether
or not the last release has made its way to main memory yet. Then we commute > all
the way into the pre-condition, before finally doing case analysis on whether (if the last
release is still pending) the last release is in our store buffer or not.

([AcqQ]" x>(3t: TId. ("this.locked — true™ U; "this.locked — false * R  [REL])))

(>(3t: TId. ("this.locked +— true™ U; "this.locked +— false * R = [REL]])))

(3t : Tld. > ("this.locked — true™ U "this.locked — false * R« [REL]} 7))
(>("this.locked > true™ U; "this.locked — false * R x [REL]])))
(>(("this.locked > true™ U; ("this.locked — false * R [REL]] 7)) V

("this.locked — false * R x [REL]!7)))
(>(("this.locked +— true™ U, "this.locked — false x R % [REL|]7) V
Tthis.locked > false * R x [REL]] ™))
(((>"this.locked — true U, > this.locked > false™ * > R™ «>T[REL]|] ) V
> this.locked — false™ * "R % T [REL|] 7))
(((>"this.locked +— true™ U > this.locked — false ™« >"R7 % >T[REL]] ) V
(>"this.locked > true™ U > this.locked + false™ * >"R7 % T [REL]TT) V
> this.locked — false™ « >"R7 « >T[REL]] 7))
CAS(this.locked, true, false)
(r. 3y € {U,L}. > I(this,R,n)(y) * Q(y,r,n))
(r. [AcqQ]" 3y € {U,L}. > I(this,R,n)(y)*Q(y,r,n))
(r. 3y € {U,L}. [AcqQ]" #rI(this,R,n)(y) « Q(y,r,n))

This leaves us with the following three proof obligations:

(>"this.locked — true™ U >"this.locked — false™ « TR % >T[REL]] )
CAS(this.locked, true, false)
(r. 3y € {U,L}. > I(this,R,n)(y) * Q(y,r,n))

and

(>"this.locked + true™ U > this.locked — false™ * bT R % T [REL]]T))
CAS(this.locked, true, false)
(r. 3y € {U,L}. > I(this,R,n)(y)  Q(y,r,n))

and

(>"this.locked — false™ * TR % >T[REL|T ™))
CAS(this.locked, true, false)
(r.dy € {U,L}. & I(this,R,n)(y) * Q(y,r,n))

corresponding to the three cases:
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e that the last release is pending in our store buffer, or
e the last release is pending in some other thread’s store buffer, or

e the last release has already made its way to main memory.

In the first and the last case, the lock is objectively and subjectively unlocked, and we
can thus acquire the lock and transition to the locked state. However, in the second
case, the lock is objectively unlocked, but subjectively locked, and we thus remain in the
unlocked state. We thus strengthen the post-conditions of these three proof obligations
as follows:

(>"this.locked — true™ U > this.locked — false™ « TR % >T[REL|] )
CAS(this.locked, true, false)

(>"this.locked — true™ x [REL]] * "R % r = true)

(r. > I(this,R,n)(L) * Q(L,r,n))

and

(>"this.locked + true™ U " this.locked — false™ * >T R % T [REL]]T))
CAS(this.locked, true, false)
(r. >"this.locked — true™ U >"this.locked — false™ % >"R™ % >T[REL]] ) x r = false)
(r. > (3t: TId. ("this.locked > true™ U; "this.locked — false * R « [REL]] 7)) * r = false)
(r. > I(this,R,n)(U)*Q(U,r,n))

and

(>"this.locked — false™ * >TR™T % pT[REL]|] )
CAS(this.locked, true, false)

(r. >"this.locked — true™ % [REL|] * "R™ % r = true)

(r. > I(this,R,n)(L) * Q(L,r,n))

By rules A-CAS-FALSE and A-CAS-TRUE, these three proof obligations reduce to
the following three read/write proof obligations:

> "this.locked — true™ U > this.locked — false™ % b"R™ x> [REL]]
Fw this.locked — false, [REL]] * R

and
> "this.locked — true™ U p"this.locked — false™  >" R % >T[REL]] " F" this.locked + true
and

> this.locked — false™ * TR« bT[REL|] " by, this.locked — false, [REL]] * R

In the first and last case we can use rule W-CONs to weaken "—7 to — and W-* to frame
off R and [REL] and remove the laters in front of these. It thus suffices to prove:

> this.locked +— true™ U > this.locked — false™ I, this.locked — false, T
> this.locked — true™ U >"this.locked — false™ F}* this.locked — true
>Mthis.locked — false™ -, this.locked — false, T
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The last proof obligation follows easily from W-AX and W-CoONS. By rules W-U/ and
R-U, the first two obligations reduce to:

> this.locked > false™ -, this.locked — false, T

> this.locked — true™ -7 this.locked — true

These follow easily using rules W-Ax, W-CoNs and R-OTHER, R-CONSs, respectively.

Release. Below we sketch the proof outline of release:

release() =

{locked (R, this) x* R}

{region({L}, Tiock, I (this,R,n), n) x [ACQ]" * [REL * R}
{>"this.locked — true™ x [AcqQ]" * [REL]] * R}
1

{>"this.locked — true™ [REL} * R}
this.locked := false

{(>"this.locked + true™ % [REL]T * R) U ([REL]} * "R™ * "this.locked + false™)}
{>(3t : Tld. ("this.locked — true™ U "this.locked > false * R« [REL]] 7))}
{>(3t : Tld. ("this.locked — true U4, "this.locked — false * R+ [REL]{ ™)) * [Acq]" }

{>I(this,R,n)(U) = [Acq]" }
{region({U, L}, Tiock, I (this, R, n),n) = [Acq]" }
{isLock(R, this)}

The innermost proof obligation follows by A-WRITE.
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