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Static program analysis for JavaScript is more difficult than for many other programming languages. One of the main reasons is the presence of dynamic property accesses that read and write object properties via dynamically computed property names. To ensure scalability and precision, existing state-of-the-art analyses for JavaScript mostly ignore these operations although it results in missed call edges and aliasing relations.

We present a novel dynamic analysis technique named approximate interpretation that is designed to efficiently and fully automatically infer likely determinate facts about dynamic property accesses, in particular those that occur in complex library API initialization code, and how to use the produced information in static analysis to recover much of the abstract information that is otherwise missed.

Our implementation of the technique and experiments on 141 real-world Node.js-based JavaScript applications and libraries show that the approach leads to significant improvements in call graph construction. On average the use of approximate interpretation leads to 55.1% more call edges, 21.8% more reachable functions, 17.7% more resolved call sites, and only 1.5% fewer monomorphic call sites. For 36 JavaScript projects where dynamic call graphs are available, average analysis recall is improved from 75.9% to 88.1% with a negligible reduction in precision.
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1 INTRODUCTION

Call graph analysis and points-to analysis are essential techniques in static program analysis that provide the foundation for automated vulnerability detection, optimizations, refactorings, program comprehension, etc. Even though soundness is desirable, most static analyses by design miss some call edges or points-to facts [Livshits et al. 2015; Smaragdakis and Kastrinis 2018]. Despite decades of research, achieving a good balance between precision (having only few spurious call edges and points-to relations), recall (missing only few actual call edges and points-to relations) and analysis time remains difficult. This particularly applies for a dynamic language like JavaScript due to its lack of static types, its dynamic object model, and its complex standard library functions.

A key challenge in static analysis for JavaScript is how to model dynamic property accesses. In JavaScript, objects are essentially dictionaries that map property names (usually strings) to values.
and can be modified freely at runtime. Properties can be accessed either as fixed names, e.g. `x.foo`, or as dynamically computed names, e.g. `x[p]`, where the property name is computed by evaluating the expression `p`. One analysis approach is to over-approximate [Jensen et al. 2009; Kashyap et al. 2014; Lee et al. 2012]. For a dynamic property write operation, `x[p] = y`, where the value of `p` is not statically known, this will conservatively assign the abstract values of `y` to all possible properties of the `x` object. In some situations, partial knowledge of `p`’s possible values or that `p`’s values are always numeric [Jensen et al. 2009; Madsen and Andreasen 2014]. Nevertheless, experience has shown that over-approximating approaches generally lead to severe losses of precision and poor analysis performance, making such analyzers unscaleable to large, real-world JavaScript programs. For this reason, other analyzers instead simply ignore dynamic property read and write operations where the property name is not statically known [Feldthaus et al. 2013; Guarnieri and Livshits 2009; Nielsen et al. 2021]. Such analyzers generally scale well but often suffer from low recall, which may be unacceptable for many use cases, especially in vulnerability detection. Recent work has shown that dynamic property accesses are the main reason for unsoundness in such algorithms for JavaScript [Chakraborty et al. 2022]. Dynamic property accesses and other forms of dynamic object manipulation are prevalent in libraries and frameworks. Even if one mainly cares about analyzing application code, unsound analysis of code in such dependencies often results in highly unsound analysis of the application code. The dynamic language features are often used for initializing APIs, involving copying of functions between object properties.

In this paper we present an effective approach to improve JavaScript analysis accuracy based on a novel hybrid of static and dynamic analysis. Using a scalable but unsound static analysis as a starting point, the approach is designed to reduce the degree of analysis unsoundness focusing specifically on dynamic property read and write operations and related standard library functions, by the use of information collected via a dynamic pre-analysis.

The technique is inspired by a key observation that has been explored in previous work [Andreasen and Møller 2014; Schäfer et al. 2013]: When dynamic object manipulation is used for initializing library APIs, it often happens in execution contexts that are independent of the program’s input. Schäfer et al. [2013] introduced the notion of determinacy: a variable `x` is called determinate at a given program location `ℓ` and calling context `c` if the value of `x` is always the same when `ℓ` is reached in context `c`. This means that, even though the program code may involve complex dynamic object manipulation, highly polymorphic functions, etc., a single concrete execution that reaches `ℓ` in context `c` will reveal the value.

The existing techniques that have tried to take advantage of determinacy have had limited success only. The dynamic determinacy technique by Schäfer et al. [2013] relies on a mechanism called counterfactual execution, which has not been demonstrated to work on large scale for real-world programs, and perhaps more critically, it can only be exploited in static analyses that support both context sensitivity and loop unrolling in a way that is closely aligned with the dynamic analysis. The static determinacy technique by Andreasen and Møller [2014] instead works by selectively applying highly context-sensitive and path-sensitive analysis to the relevant program parts, with such high precision that the static analysis essentially executes determinate program code concretely. This approach has shown to work well on small programs but has still not proven effective on larger scale.

The approach we propose here is a lightweight variant of dynamic determinacy analysis that is based on forced execution [Peng et al. 2014] instead of counterfactual execution. Like dynamic determinacy analysis, we aim to automatically infer determinacy facts, but without insisting on soundness. We refer to this mechanism as approximate interpretation.
Given a program to be analyzed, the pre-analysis performs approximate interpretation on the program. This is a fully automatic dynamic analysis that results in a collection of hints about the possible values involved, in particular, in the dynamic property accesses. The hints are subsequently consumed by the main analysis, which is a static call graph and points-to analysis that is extended to take advantage of the hints.

Unlike traditional abstract interpretation, approximate interpretation is a form of forced execution and as such may reach program states that are not possible in real executions. This means that the hints it produces may not always be actual determinacy facts. However, if it gets off course, it will only cause a loss of precision of the main analysis, which is often more tolerable than having a low recall. By allowing such approximation we obtain a technique that is simpler and more effective than dynamic determinacy analysis. Most importantly, the hints collected by approximate interpretation contain relational information which makes them usable also in context-insensitive static analysis, unlike the non-relational determinacy facts produced by the algorithm by Schäfer et al. [2013].

In summary, the main contributions of this paper are:

- We propose the notion of approximate interpretation as a form of forced execution that is designed to fully automatically learn likely determinate facts (called hints) about the behavior of complex object manipulation code in JavaScript programs.

- We demonstrate that the information produced by approximate interpretation can easily be incorporated into traditional static call graph and points-to analysis to reduce the degree of unsoundness.

- We present experimental results based on an implementation of the approximate interpretation algorithm and an extension of a state-of-the-art static call graph analyzer for JavaScript. For 141 real-world JavaScript applications and libraries from GitHub and npm, the approach leads to 55.1% more call edges (from call sites to functions) in the produced call graphs, 21.8% more reachable functions (measuring reachability from the top-level code of the modules of the main package), and 17.7% more resolved call sites (i.e., call sites where at least one callee is found). The additional call edges cause only 1.5% fewer monomorphic call sites (i.e., call sites with at most one callee), which indicates that the analysis precision is not significantly affected. For 36 JavaScript projects where dynamic call graphs are available (produced via the project test suites), analysis recall is improved from 75.9% to 88.1% on average, while precision is reduced only by 1.5%. In one case, recall increases from 40.1% to 98.0% with no reduction in precision. The approximate interpretation phase takes between 0.6 seconds and 51 seconds per program with the current implementation.

2 MOTIVATING EXAMPLE

Figure 1a shows the code for a small web server written with the Express library. After loading the library, an Express web application object is created (line 2), a handler for HTTP GET requests is registered (lines 3–6), and the web server is started (line 7).

Resolving the calls to the get and listen methods on the application object is difficult because of the way the Express library dynamically initializes its API. The blue edges shown in the figure indicate which functions are being invoked at those two call sites. The function being called by express() in Figure 1a (line 2) is the one named createApplication in Figure 1b. It returns the web application object, which is in fact a function (lines 14–16), but first twice calls a function mixin that performs a form of mixin composition to define properties of the web application object. The mixin
const express = require('express');
const app = express();
app.get('/', function(req, res) {
    res.send('Hello world!');
    server.close();
});
var server = app.listen(8080);

(a) A "Hello world!" Express web server.

var mixin = require('merge-descriptors');
var proto = require('./application');
exports = module.exports = createApplication;
function createApplication() {
    var app = function(req, res, next) {
        app.handle(req, res, next);
    };
    mixin(app, EventEmitter.prototype, false);
    mixin(app, proto, false);
    return app;
}

(b) The function in the express module that creates web application objects.

module.exports = merge;
function merge(dest, src, redefine) {
    Object.getOwnPropertyNames(src).forEach(function forOwnPropertyName(name) {
        var descriptor = Object.getOwnPropertyDescriptor(src, name);
        Object.defineProperty(dest, name, descriptor);
    });
    return dest;
}

(c) The merge function from the package merge-descriptors (the function is renamed to mixin in Figure 1b).

var methods = require('methods');
var app = exports = module.exports = {};
methods.forEach(function(method) {
    app[method] = function(path) {
        var route = this._router.route(path);
        route[method].apply(route, slice.call(arguments, 1));
        return this;
    };
};
app.listen = function listen() {
    var server = http.createServer(this);
    return server.listen.apply(server, arguments);
};

(d) Code from the Express module application that initializes methods on application objects (the variable named app in this module refers to object that gets assigned to proto in Figure 1b).

Fig. 1. A JavaScript program where static call graph analysis is challenging due to dynamic language features.
function is implemented in another library, `merge-descriptors`, where the function is named `merge` as shown in Figure 1c. It uses some of JavaScript's other dynamic object manipulation features to copy properties from the `EventEmitter.prototype` and `proto` objects into the web application object.\(^1\)

The variable `proto` in Figure 1b refers to an object defined by the application module as shown in Figure 1d. That object is initially empty (line 35) but later gets populated (lines 37–49). Here, `methods` refers to an array of strings of HTTP method names ("get", "post", "put", etc.), which has been built dynamically using some array and string manipulation operations (not shown in the figure). For each of those strings, a method of that name is defined on the object using a dynamic property write operation (line 38). In combination with the mixin mechanism, the call `app.get(...)` in the web server application code thereby ends up invoking the function defined on lines 38–43 in the library code. The `listen` method is defined by a different function (lines 46–49), which is also copied to the web application object by the `mixin` function, so resolving the call `app.listen(...)` similarly involves dynamic object manipulation.

This kind of convoluted code is not uncommon in real-world JavaScript libraries. Existing points-to analysis and call graph construction techniques are to a large extent capable of inferring the flow of objects and functions, but the dynamic object manipulation features cause major challenges. For static analyses that conservatively model dynamic property accesses (e.g., TAJS [Jensen et al. 2009] and SAFE [Lee et al. 2012]), without precise knowledge of the possible string values of the `method` variable, it is impossible to distinguish the various methods that are being defined on the web application object. As mentioned in the introduction, this approach often results in catastrophic losses of analysis precision that render the analysis useless. Conversely, static analyses that unsoundly ignore dynamic property accesses (e.g., WALA [Chakraborty et al. 2022; Feldthaus et al. 2013] and JAM [Nielsen et al. 2021]) miss the call edges from lines 3 and 7 in the application code to the functions in the library code that are invoked when the program is executed.

The approach we propose for analyzing the kind of code shown in the example consists of a combination of a dynamic pre-analysis that infers information about dynamic object manipulation and a static analysis that uses the inferred information to reduce the degree of unsoundness. The key insight is that, although the code is difficult to analyze with traditional static analysis techniques, it is possible to concretely execute code fragments and observe how they use dynamic object accesses and the related constructs. Much of the behavior of the library code is deterministic—specifically, the Express web application objects are initialized in the same way every time `createApplication` is executed—so the observations from a single execution suffice for recovering the missing flow of function values in the static analysis.

The pre-analysis executes the top-level code of each module as well as each function that is discovered in that process using a variant of forced execution, which is explained in detail in Section 3. For this example, by loading and executing the top-level code in the application module (Figure 1d), we can observe that an object is created and exported (line 35) and that a function (lines 38–43) is added as methods named `get`, `post`, `put`, etc. on the object. Similarly, by executing the top-level code in the `express` module (Figure 1b), we can observe that the object exported by the application module is assigned to the `proto` variable (line 9), and by executing the `createApplication` function (lines 13–21) including the calls to `mixin` we observe that the properties are added to the web application object at the `Object.defineProperty` instruction (line 29). The

\(^1\)The standard library function `Object.getOwnPropertyNames` returns an array of names of properties of the given object, `Object.getOwnPropertyDescriptor` returns a descriptor object for a selected object property, and `Object.defineProperty` defines a property of an object according to a descriptor object.
observations can be collected as a list (here showing only the observations that are relevant for the example):

1. Object \( o_1 \) is created on line 35.
2. Function \( f_2 \) is defined on lines 38–43.
3. Function \( f_2 \) is assigned to the \texttt{get} property of object \( o_1 \) (on line 38).
4. Function \( f_5 \) is defined on lines 46–49.
5. Function \( f_5 \) is assigned to the \texttt{listen} property of object \( o_1 \) (on line 46).
6. Function \( f_4 \) is defined on lines 14–16.
7. Function \( f_2 \) is assigned to the \texttt{get} property of function \( f_4 \) (on line 29).
8. Function \( f_3 \) is assigned to the \texttt{listen} property of function \( f_4 \) (on line 29).

Loading a module and observing such events is conceptually straightforward, but it is not so easy to execute arbitrary functions. In normal executions, the \texttt{createApplication} function in the \texttt{express} module is not run until the application code calls it. This particular function has free variables (\texttt{mixin} and \texttt{proto}), but these can be resolved by first executing the enclosing top-level module code. If \texttt{createApplication} had parameters, we would also need to provide sensible values for those. In the simple Express web application shown in Figure 1a it is trivial to reach the call to \texttt{createApplication} simply by a single run of the application code, but in real-world Express web applications, it may be more difficult. Instead of trying to come up with actual program inputs that will exercise all the relevant functions, we use a form of forced execution named approximate interpretation. We explain in Section 3 how this works and how the practical challenges can be addressed.

The information from the observations shown above can subsequently be consumed by the static analysis. Assuming that objects (including function objects) are modeled using allocation-site abstraction [Chase et al. 1990], which is a standard approach in static analysis, each observation about a dynamic property access or similar operation (like those from lines 38 and 29) can directly be incorporated into the static analysis. For example, for observation (7), the static analysis already knows the two function objects created on lines 14–16 and 38–43, so we simply add the dataflow fact that the function from lines 38–43 is written to the \texttt{get} property of the function object from lines 14–16, which allows the analysis to correctly resolve the call edge from the call \texttt{app.get(…)} on line 3 to the function defined on lines 38–43.

The use of approximate interpretation has significant advantages compared to alternative approaches. The most closely related technique is dynamic determinacy analysis [Schäfer et al. 2013], which in principle is able to infer that the values of the \texttt{method} variable on line 38 and the \texttt{name} variable on line 29 are determinate (meaning that the value is the same whenever execution reaches that point), but only if qualifying the program points according to the specific call contexts and loop iterations. For example, \texttt{name} has the value "get" on line 29 only when the \texttt{merge} function is called from line 18 and only in a specific iteration of the \texttt{forEach} loop. Inferring such context and loop specific determinacy facts is difficult, and it requires the static analysis to similarly be context and path sensitive to be able to exploit the inferred information. In contrast, the dynamic analysis in our approach is much simpler, and the inferred information is immediately useful also for context and path insensitive static analysis.

3 APPROXIMATE INTERPRETATION

We present our approximate interpretation technique for a core subset of JavaScript that consists of the language features shown in Figure 2 that involve basic operations on functions and objects. (Our implementation supports the full JavaScript language and works for real programs; see Section 5.) Some of the operations are labeled such that \( \ell \) denotes the location (file, line and column) of the
<table>
<thead>
<tr>
<th>Operation</th>
<th>Informal meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>()_ℓ</code></td>
<td>Object construction</td>
</tr>
<tr>
<td><code>x =&gt;_ℓ E</code></td>
<td>Function definition</td>
</tr>
<tr>
<td><code>E(E')</code></td>
<td>Function call</td>
</tr>
<tr>
<td><code>E.p</code></td>
<td>Static property read</td>
</tr>
<tr>
<td><code>E.p = E'</code></td>
<td>Static property write</td>
</tr>
<tr>
<td><code>E[E']_ℓ</code></td>
<td>Dynamic property read</td>
</tr>
<tr>
<td><code>E[E'] = E''</code></td>
<td>Dynamic property write</td>
</tr>
</tbody>
</table>

Fig. 2. Operations in the core language and their informal meaning.

operation in the program code. As mentioned in the introduction, object fields (called properties) in JavaScript can be added and overwritten anytime after the objects have been created. In JavaScript, functions are themselves objects and can as such also have properties. Source files act as modules that can be loaded with the `require` function from the standard library. As an example, the express module shown in Figure 1b exports the `createApplication` function (line 11), which is loaded into the main application module in Figure 1a (line 1). Each module is implicitly wrapped into a function, which we call a module function, that is executed the first time the module is loaded.

To avoid ambiguity, we use the term function value to refer to a function that exists as a runtime value, and the term function definition refers to a syntactic definition of a function in the source code. The distinction is important because function values may have free variables, so multiple function values can exist for the same function definition. (For modules this distinction is not necessary since module functions do not have free variables.)

Approximate interpretation uses a worklist algorithm to iteratively explore the modules and functions in a given program. In this process the following sets and maps are used:

- **Worklist** is a list of modules and function values that remain to be processed. It is initialized with a collection of JavaScript modules from the program to be analyzed, for example each application-code module or a single designated main module.
- **Visited** is a set of modules and function definitions that have been processed. (Note that it contains function definitions, not function values, as explained later.)
- **H:** Loc → ℙ(Loc) is a map of read hints, which maps source locations to sets of locations. A read hint `ℓ' ∈ H(ℓ)` indicates that an object created at `ℓ'` has been read at a dynamic property read operation at location `ℓ`.
- **H:** Loc × String × Loc is a set of write hints that have been collected. Each write hint is a triple `(ℓ, p, ℓ')` where the labels `ℓ` and `ℓ'` denote program locations and `p` is a property name (i.e., a string). A write hint `(ℓ, p, ℓ') ∈ H` indicates that an object created at location `ℓ'` has been written to the property `p` of an object created at location `ℓ` using a dynamic property write or similar operation.
- **loc:** Object → Loc is a map from objects (including function values) to the source code locations where they have been created.
- **this:** Object → Object is a map from function values to objects.

Here, the sets Loc, String, and Object are, respectively, the set of all program locations, the set of all strings (which act as property names), and the set of all runtime objects (including functions and modules). Visited, H, H, loc, and this are initially empty, except that loc contains the names of

---

The example uses the CommonJS module system; the approach also works for ES modules.
the initial modules in the worklist. The output of approximate interpretation consists of \( \mathcal{H}_R \) and \( \mathcal{H}_V \); the remaining sets and maps are only used in the process of creating those components.

In each iteration of the worklist algorithm, a module or function value \( f \) is selected and removed from Worklist, and \( \text{loc}(f) \) is added to Visited. We now wish to execute \( f \) to explore what dynamic property accesses and similar operations it may perform. If \( f \) is a module, we simply load it (using \texttt{require} or \texttt{import}, depending on which module system is used). If \( f \) is a function, it is not entirely trivial to execute it, because it may have parameters, and because it may access the special variables arguments and this.\(^3\) Note that free variables are a lesser concern, because function values are closures that contain bindings of the free variables.

We use JavaScript’s proxy object mechanism to represent unknown values.\(^4\) A special global proxy object \( p^* \) is created. The behavior of operations on this object is explained below. The execution of \( f \) is then initiated by invoking \( f.\text{apply}(w, p^*) \) where \( w = \text{this}(f) \) if \( \text{this}(f) \) is defined and otherwise \( w = p^* \), which has the effect of binding the value of this, arguments, and also all the explicitly declared parameters of \( f \) in the execution.\(^5\)

During the execution of \( f \) (including all the functions called directly or transitively from \( f \)), approximate interpretation performs the following actions when different kinds of operations are encountered.

**Object constructions** At an object construction \( \{()\}_{\ell} \) where \( v \) is the new object, we simply collect the allocation site by adding \( \ell \) to \( \text{loc}(v) \).

**Function definitions** At a function definition \( x \Rightarrow_\ell E \) where \( v \) is the new function value, \( \ell \) is added to \( \text{loc}(v) \) (as done at constructions of ordinary objects). Also, we add \( v \) to Worklist if \( \text{loc}(v) \notin \text{Visited} \). Importantly, we do not schedule the function value for later execution if a function value from the same function definition has already been executed.

**Function calls** At a function call \( E(E') \) where \( v \) is the value of \( E \), the following rules apply.

1. If \( v = p^* \), we use the proxy mechanism to treat the call as a no-op and use \( p^* \) as return value. This naturally ignores any side effects that may happen at the call site in real executions, which we discuss later in this section.

2. If \( v \) is a function in the Node.js standard library,\(^6\) it is treated as in a normal execution, except that all functions that may interact with the outside world (\texttt{fs}, \texttt{net}, \texttt{exec}, etc.) are replaced by a mock function. This provides a simple sandboxing mechanism that avoids possibly harmful effects on the host system running the approximate interpretation. Many of these standard library functions involve callbacks; the mock function simply invokes any callbacks that are given as arguments, and \( p^* \) is used as return value. Nothing special is done for calls to \texttt{require} (and occurrences of \texttt{import}); as mentioned earlier the ordinary runtime system will run the module function the first time it is encountered.

3. If \( v \) is a native function in the ECMAScript standard library,\(^7\) it is also treated as in a normal execution, except that certain functions additionally construct new objects and perform dynamic property write operations. Specifically, the function \texttt{Object.create} is a form of object construction (as described above), and \texttt{Object.defineProperty}, \texttt{Object.defineProperties}, and \texttt{Object.assign} can be modeled as dynamic property write operations (described below).

4. If \( v \) is any other function, i.e., it is defined in the program being analyzed, it is also executed as usual, except that two extra steps are performed: Before entering the function body, \( v \)

---

\(^3\)In JavaScript, arguments is an array-like object that contains all the arguments from the call, and this refers to the receiver object at method calls.


\(^5\)In JavaScript, \( f.\text{apply}(x, a) \) invokes the function \( f \) with \( x \) as receiver object and arguments from the array \( a \).

\(^6\)\texttt{https://nodejs.org/api/}

is added to Visited (if not already there) and removed from Worklist (if present). To avoid infinite recursion and long running code, execution is aborted if the stack size or the total number of loop iterations reaches a predefined limit.

**Static property reads** At a static property read $E.p$ where $o$ is the value of $E$, if $o = p^*$ then $p^*$ is used as result value via the proxy mechanism to keep execution going, otherwise a normal read operation is performed.

**Static property writes** At a static property write $E.p = E’$ where $o$ is the value of $E$ and $o’$ is the value of $E’$, if $o = p^*$ then the write is simply ignored, but otherwise the operation proceeds as a usual write. In addition, if $o’$ is a function that does not come from the standard library, $this(o’)$ is set to $o$ if not already defined. This has the consequence that if $o’$ is later processed by the approximate interpretation mechanism, $o$ will be used as receiver object (i.e., as the value of this) as explained earlier. Since $o$ may not be the correct receiver object in all cases, we wrap it into a proxy object that delegates to $p^*$ for absent properties.

**Dynamic property reads** At a dynamic property read $E[E’]$, where $o$ is the resulting value, a read hint is collected by adding $loc(o)$ to $\mathcal{H}_R(\ell)$, and the read then proceeds as usual. In case $loc(o)$ is not defined, which may happen, for example, because $o$ was created via a function call that was ignored, no hint is added. Note that the values of $E$ and $E’$ are ignored in this case, only the result value and the location of the operation are used.

**Dynamic property writes** At a dynamic property write $E[E’] = E''$ where $o$, $p$, and $o''$ are the values of $E$, $E’$, and $E''$, respectively, a write hint is collected by adding $(loc(o), p, loc(o''))$ to $\mathcal{H}_W$, and the actual write is performed as in normal execution. Again, if $loc(o)$ or $loc(o'’)$ is undefined, no hint is added. For this kind of operation, its location is ignored.

Continuing the example from Section 2, performing approximate interpretation of the express module in Figure 1b, which is the main module of the Express library, the other library modules including merge-descriptors (Figure 1c) and application (Figure 1d) are also explored because they are loaded via express. The function createApplication is not executed if only loading the library modules; it requires that a call is simulated by the mechanism described above, or that it is reached via the application code. At the end of the approximate interpretation of the modules and functions from the library code shown in Figures 1b–1d, the following hints have been produced (where $\ell_n$ is the source location corresponding to line $n$ in the example code):

$$\mathcal{H}_W = \{(\ell_{35}, \text{get}, \ell_{38}), (\ell_{35}, \text{listen}, \ell_{46}), (\ell_{14}, \text{get}, \ell_{38}), (\ell_{14}, \text{listen}, \ell_{46}), \ldots\}$$

$$\mathcal{H}_R = [\ell_{41} \mapsto \ell_X, \ldots]$$

The four write hints come from observations (3), (5), (7) and (8) in Section 2. The single read hint shown here comes from the execution of the function on lines 38–43 ($\ell_X$ here denotes the location of a function definition that is outside the program fragments shown in the figure).

So far we have not discussed dynamically generated code, which is not uncommon in JavaScript programs [Richards et al. 2011]. With the native function eval (and the related function named Function), a dynamically generated string can be parsed and executed as JavaScript code. JavaScript code that uses eval is notoriously hard to analyze statically [Jensen et al. 2012], but it is pleasantly easily handled by dynamic analysis. When approximate interpretation encounters calls to eval, the generated program code is simply executed in the same way as the statically known code, except that we disable the recording of allocation sites at object constructions and function definitions while inside dynamically generated code, since the program locations cannot be mapped to anything meaningful in the static analysis. However, hints may still be generated from such code. At dynamic property writes in dynamically generated code, it is not unusual that both the object being written and the object being written to originate from statically known code, in which case their source
locations are being recorded in \( \text{loc} \) and are therefore available for construction of write hints. A similar situation applies to dynamic read operations. Other opportunities for handling dynamically generated code are discussed in Section 6.

The approach can easily be extended to also improve analysis of code that uses dynamic module loading. At calls to \texttt{require} (and \texttt{import} expressions when using the ES module system), the name of the module to be loaded is usually a constant string in real-world JavaScript programs, but it can be a dynamically computed string, which makes it difficult for a static analysis to find out which modules may be loaded. A similar challenge exists in static analysis for Java where techniques like TamiFlex [Bodden et al. 2011] are often used for resolving custom class loading. Instead of relying on existing test suites for the programs under analysis, approximate interpretation can be used for automatically inferring which modules are likely to be loaded. It is straightforward to extend the approximate interpretation algorithm to also collect such hints, and we conjecture that most real-world occurrences of dynamic module loading in JavaScript are determinate, similar to what has been observed for Java.

Approximate interpretation is a simple and fully automatic method for exploring the behavior of complex program code that involves dynamic object manipulation. It is “approximate” for several reasons. It may deviate from real executions of the given program and thereby produce incorrect hints due to the modeling of unknown function arguments. By essentially ignoring method calls and property write operations on the proxy objects, the side effects that happen at those operations in real executions are missed. This is a well-known phenomenon in forced execution [Hu et al. 2017; Kim et al. 2017; Peng et al. 2014]. Another potential cause of incorrect hints is that functions may be executed in contexts that are not realizable in ordinary executions, due to the way approximate interpretation handles free variables and the special variable \texttt{this}. The values provided for those variables are essentially guesses that may not always correspond to any real executions. Nevertheless, it is not critical that the produced hints are perfectly correct (unlike the determinacy facts in dynamic determinacy analysis [Schäfer et al. 2013]) since some amount of imprecision occurs anyway in the static analysis that consumes them, as explained in the following section.

The strategy of simply skipping unknown function calls and other operations involving unknown values using the proxy object allows approximate execution to infer hints for fragments of code that might otherwise be difficult to reach. As an example, this mechanism is able to reach the method call on line 41 in the example in Figure 1d even if the function containing that call is nested within another function and is only reached in real executions of the web server application if HTTP requests appear.

A key principle behind the design of the approximate interpretation algorithm is that it aims to infer likely determinate facts of the program being analyzed. For this reason, it is designed to exercise as much program code as possible, but not necessarily visit the same code multiple times. The algorithm has the property that each function definition is selected by the worklist algorithm at most once, which makes it fundamentally different from, e.g., fuzzing and symbolic execution techniques. Many function definitions are skipped because they are reached by approximate interpretation of other functions. Some are unreached because the approximate interpretation algorithm simply fails to reach them for the reasons mentioned above. Still, the exploration strategy manages to discover useful determinacy facts in deep function calls and loops, as demonstrated by the motivating example.

4 REDUCING UNSOUNDNESS OF STATIC CALL GRAPH AND POINTS-TO ANALYSIS

To describe how the hints produced by approximate interpretation can benefit static call graph and points-to analysis, we consider a classic subset-based, flow-insensitive and context-insensitive
Reduction Static Analysis Unsoundness with Approximate Interpretation

<table>
<thead>
<tr>
<th>Operation</th>
<th>Static analysis constraint rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega_t )</td>
<td>( t_t \in { \Omega_t } )</td>
</tr>
<tr>
<td>( x \Rightarrow_t E )</td>
<td>( t_t \in { x \Rightarrow_t E } )</td>
</tr>
<tr>
<td>( E(E') )</td>
<td>( \forall t \in { E } : { E' } \subseteq { x_t } \land { E_t } \subseteq { E(E') } )</td>
</tr>
<tr>
<td>( E.p )</td>
<td>( \forall t \in { E } : { t.p } \subseteq { E.p } )</td>
</tr>
<tr>
<td>( E.p = E' )</td>
<td>( \forall t \in { E } : { E' } \subseteq { t.p } )</td>
</tr>
<tr>
<td>( E[E']_t )</td>
<td>( \forall t' \in \mathcal{H}<em>R(t) : t</em>{t'} \in { E[E'] } ) [DPR]</td>
</tr>
<tr>
<td>( E[E'] = E'' )</td>
<td>( \forall (t, p, t'') \in \mathcal{H}<em>W : t</em>{t''} \in { t, p } ) [DPW]</td>
</tr>
</tbody>
</table>

Fig. 3. Static analysis constraint rules for the operations in the core language.

The analysis for the core language from Figure 2 (see, e.g., the book chapter by Sridharan et al. [2013]). The analysis rules are presented in constraint-based style in Figure 3. This simple setting suffices for explaining the ideas; the implementation used for experiments in Section 5 supports the full JavaScript language.

The analysis of a given program is expressed as a collection of subset constraints. The object allocation sites and the function definitions constitute a finite set \( V \) of abstract values that represent the objects and functions created when the corresponding program object constructions and function definitions are evaluated at runtime. This way of abstracting objects and functions directly matches the use of \( \text{loc} \) in the approximate interpretation. For each program expression \( E \), the constraint variable \( \{ E \} \subseteq V \) abstractly describes the values \( E \) may evaluate to, and similarly, for each abstract object \( t \) and property name \( p \), the constraint variable \( \{ t.p \} \subseteq V \) abstractly describes the values of the properties named \( p \) of the objects modeled by \( t \).

The first five rules shown in Figure 3 are standard. The constraint variable for an object construction expression (\()\) or a function definition \( x \Rightarrow E \) at location \( t \) contains the corresponding abstract value denoted \( t_t \). The constraint rule for a function call expression \( E(E') \) models the flow of arguments and return values. If \( t \) is an abstract function value that \( E \) may evaluate to, then the arguments flow into its function parameter \( x_t \), and the values that may be returned from the function body \( E_t \) flow to the result of the call expression. For a static property read operation \( E.p \), if \( t \) is an abstract value of \( E \), then the values of the expression include the values of \( t.p \). Conversely, for a static property write operation \( E.p = E' \) where \( t \) is an abstract value of \( E \), the values of \( t.p \) include the values of \( E' \). By computing the least solution to the resulting subset constraints, we obtain the points-to sets of all program variables, and we can directly extract a call graph: at every call site \( E(E') \), for each abstract function value \( t \in \{ E \} \) there is a call edge to the function represented by \( t \). With this baseline static analysis, dynamic property reads and writes are ignored, which generally leads to unsoundness, such as missed edges in the call graph. By incorporating the hints from the approximate interpretation phase into the analysis as presented next, the amount of unsoundness is reduced.

The last two rules, named [DPR] and [DPW] in Figure 3, are new. The read hints \( \mathcal{H}_R \) are used as follows. Recall from Section 3 that a read hint \( t' \in \mathcal{H}_R(t) \) has been produced during the approximate execution at a dynamic property read operation \( E[E'] \) at location \( t \) if an object

---

\(^8\)We here assume analysis using allocation-site abstraction [Chase et al. 1990] for objects; the technique also works with field-based analysis [Feldthaus et al. 2013] albeit naturally with lower analysis precision.
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originating from location \( \ell' \) has been observed as a result value. For each such hint, we accordingly add the corresponding abstract value \( t_{\ell'} \) to the abstract results of the expression, i.e., \( t_{\ell'} \in \{ E[E'] \} \).

For the write hints, \( \mathcal{H}_W \), we similarly inject abstract values. A write hint \((\ell, p, \ell'') \in \mathcal{H}_W \) has been produced at a dynamic property write operation \( E[E'] = E'' \) during the approximate execution if an object originating from \( \ell'' \) has been written to the property \( p \) of an object originating from \( \ell \). Thus, we now simply add the abstract value \( t_{\ell''} \) that models the object from \( \ell'' \) to the property \( p \) of the abstract value \( t_{\ell} \) that models the object from \( \ell \), i.e., \( t_{\ell''} \in \{ t_{\ell}.p \} \).

For the example program from Section 2, the five hints produced by approximate interpretation as discussed in Section 3 give rise to these extra constraints in the static analysis (where \( t_n \) refers to the abstract value for allocation site \( n \), and \( E_n \) refers to the expression \( E \) at line \( n \)):

\[
\begin{align*}
t_{38} & \in \{ t_{35}.get \} \\
t_{46} & \in \{ t_{35}.listen \} \\
t_{38} & \in \{ t_{14}.get \} \\
t_{46} & \in \{ t_{14}.listen \} \\
t_X & \in \{ \text{route}\text{[method]} \}
\end{align*}
\]

This enables the static analysis to infer, in particular, the call edge from the call site \text{app}.get(...) on line 3 to the function at line 38. The baseline analysis infers that \( \{ \text{app}_2 \} = \{ t_{14} \} \), i.e., that the value of the variable \( \text{app} \) declared on line 2 is the function defined on line 14, so by the [dpw] rule the abstract value \( t_{38} \) is added to \( \{ t_{14}.get \} \), which triggers the generation of the call edge. The other interesting call edge that was missed by the baseline analysis, from the call site \text{app}.listen(...) on line 7 to the function on line 46, is found similarly now that we have \( t_{46} \in \{ t_{14}.listen \} \).

Note that the constraint rule for dynamic property writes does not depend on the individual write operations; it does not matter where the write operations have occurred, but only which objects (abstracted by their allocation sites) and property names were involved. Also, at dynamic property read operations the object and property name being read from are not used; instead we use the resulting value and the location of the operation. All this could have been designed differently. For example, we could instead choose to record only the property names and not the origin locations of the involved objects that are encountered during the approximate execution process, and then add subset relations instead of injecting abstract values. For example, at a dynamic property write operation \( E[E'] = E'' \) where a number of property names \( p_1, \ldots, p_n \) are observed as values of \( E' \), this would allow us to essentially model the operation as a number of static property write operations, \( E. p_1 = E' \land \ldots \land E. p_n = E'' \). Such an alternative approach would, however, cause massive precision losses in many cases, since it would allow abstract dataflow from all the abstract values of \( E'' \) to each of the \( p_1, \ldots, p_n \) properties of all the abstract values of \( E \). In comparison, the kind of hints and the static analysis rule [dpw] we use for dynamic property write operations have the notable property that they capture more precise relational information between the abstract object being written to, the property name, and the abstract object being written. For example, assume three property writes are observed concretely at a specific dynamic property write operation: \( t_1.p_1 = t_1'' \), \( t_2.p_2 = t_2'' \); and \( t_3.p_3 = t_3'' \). In this situation we have \( \{ E \} = \{ t_1, t_2, t_3 \} \), \( \{ E' \} = \{ p_1, p_2, p_3 \} \), and \( \{ E'' \} = \{ t_1'', t_2'', t_3'' \} \), so with the alternative approach the analysis would conclude that \( \{ t_1.p_1 \} = \{ t_1'' \} \) for all combinations of \( i = 1, 2, 3 \) and \( j = 1, 2, 3 \). In contrast, our approach reaches the much more precise conclusion that \( \{ t_1.p_1 \} = \{ t_1'' \} \), \( \{ t_2.p_2 \} = \{ t_2'' \} \), and \( \{ t_3.p_3 \} = \{ t_3'' \} \).
5 EVALUATION

To evaluate the approach we have implemented the approximate interpretation algorithm described in Section 3 and extended an existing static analyzer with the new rules presented in Section 4. The system is designed for Node.js-based JavaScript and TypeScript projects.

Our implementation of approximate interpretation consists of approximately 2,700 lines of TypeScript code. It uses a combination of source-to-source instrumentation (made with Babel [Babel Team 2024]) and manipulation of standard library functions (“monkey-patching”) for observing the dynamic operations during execution. Every relevant part of the source code is wrapped with helper functions responsible for recording the results of dynamic operations. The transformed source code is then executed directly in Node.js.

The static analyzer is the open source tool Jelly (https://github.com/cs-au-dk/jelly). At its core, it is a flow-insensitive, context-insensitive points-to analysis with on-the-fly call graph construction implemented in TypeScript. It supports the full JavaScript language (ES2023), including prototype-based inheritance, getters and setters, object/array patterns, generators, iterators, promises, async/await, etc. and includes models of the core ECMAScript standard library functions. TypeScript is supported simply by ignoring type annotations. The analysis tool also contains functionality for producing dynamic call graphs (based on NodeProf [Sun et al. 2018]), which is useful for measuring analysis precision and recall. The extension for implementing the new analysis rules that utilize the hints produced by the pre-analysis consists of less than 200 lines of code.

The evaluation is designed to answer two main research questions:

1. To what extent does the use of hints produced by approximate interpretation lead to additional call edges being discovered by the static analysis, and how is the analysis accuracy affected?
2. What is the running time for approximate interpretation per program?

Benchmarks and metrics. To obtain a variety of real-world JavaScript code for the evaluation, we initially collected 100 packages from npm with the highest number of dependents and 122 JavaScript projects from GitHub selected among the top 1,000 highest ranked JavaScript projects which have test suites available and work with the dynamic call graph construction feature of the baseline analyzer. From this initial collection, 13 of the npm packages that only consist of TypeScript type definitions were excluded, and 16 of the npm packages and 52 of the GitHub projects were removed because the baseline static analyzer is unable to finish analysis with 30 GB of memory using the default analysis settings. This leaves us with 141 benchmarks consisting of 71 npm packages and 70 GitHub projects. For each of them, analysis takes less than 10 minutes.

To be able to measure precision and recall of the call graphs computed by the static analysis relative to the dynamically constructed call graphs, we consider a subset of the benchmarks where the dynamic call graphs are of sufficient quality. For 14 projects, the dynamic call graphs contain very few call edges due to low coverage of the test suites or unsupported NodeProf features. For 20 other projects, we encountered incorrect source locations, which prevent a meaningful comparison with the statically computed call graphs. This selection was done through a manual inspection (performed before the actual evaluation of the approximate interpretation technique).

Altogether, this results in a total of 141 JavaScript applications and libraries, including 36 where we also have dynamic call graphs. The programs with dynamic call graphs are listed in Table 1 along with information about their sizes. Note that the static analysis is a whole-program analysis that includes all dependencies of the program being analyzed. Even for relatively small programs, this leads to large amounts of code being analyzed. The median code size for the 141 programs is 1,076 kB (ranging from 2 kB to 6,675 kB).

To measure the impact of the use of hints in the static analysis, we first consider metrics that do not require availability of dynamic call graphs:
Table 1. Node.js benchmarks for which dynamic call graphs are available.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Packages</th>
<th>Modules</th>
<th>Functions</th>
<th>Code Size (kB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tj/co</td>
<td>5</td>
<td>19</td>
<td>226</td>
<td>36</td>
</tr>
<tr>
<td>rethink/diff</td>
<td>4</td>
<td>32</td>
<td>269</td>
<td>109</td>
</tr>
<tr>
<td>leizongmin/js-xxx</td>
<td>7</td>
<td>35</td>
<td>253</td>
<td>193</td>
</tr>
<tr>
<td>Leonidas-from-XIV/node-xml2js</td>
<td>3</td>
<td>40</td>
<td>603</td>
<td>190</td>
</tr>
<tr>
<td>creationix/js-gpt</td>
<td>5</td>
<td>63</td>
<td>609</td>
<td>327</td>
</tr>
<tr>
<td>jaredhanson/passport</td>
<td>11</td>
<td>84</td>
<td>1,984</td>
<td>409</td>
</tr>
<tr>
<td>danielstjules/jisinspect</td>
<td>27</td>
<td>76</td>
<td>1,250</td>
<td>511</td>
</tr>
<tr>
<td>tytestack/typesdi</td>
<td>47</td>
<td>119</td>
<td>1,405</td>
<td>604</td>
</tr>
<tr>
<td>senchalabs/connect</td>
<td>45</td>
<td>144</td>
<td>984</td>
<td>614</td>
</tr>
<tr>
<td>louischatriot/ndb</td>
<td>13</td>
<td>73</td>
<td>2,314</td>
<td>659</td>
</tr>
<tr>
<td>expressjs/compression</td>
<td>49</td>
<td>156</td>
<td>1,097</td>
<td>673</td>
</tr>
<tr>
<td>expressjs/body-parser</td>
<td>59</td>
<td>185</td>
<td>1,585</td>
<td>898</td>
</tr>
<tr>
<td>express-validator/express-validator</td>
<td>3</td>
<td>164</td>
<td>1,717</td>
<td>924</td>
</tr>
<tr>
<td>jezen/is-thirteen</td>
<td>41</td>
<td>142</td>
<td>2,062</td>
<td>956</td>
</tr>
<tr>
<td>expressjs/cors</td>
<td>83</td>
<td>224</td>
<td>1,731</td>
<td>1,055</td>
</tr>
<tr>
<td>hubotio/hubot</td>
<td>98</td>
<td>231</td>
<td>3,014</td>
<td>1,185</td>
</tr>
<tr>
<td>posthtml/posthtml</td>
<td>45</td>
<td>187</td>
<td>2,181</td>
<td>1,350</td>
</tr>
<tr>
<td>krakenjs/kraken-js</td>
<td>127</td>
<td>296</td>
<td>3,191</td>
<td>1,380</td>
</tr>
<tr>
<td>visionmedia/supertest</td>
<td>99</td>
<td>267</td>
<td>2,644</td>
<td>1,390</td>
</tr>
<tr>
<td>ternjs/tern</td>
<td>22</td>
<td>233</td>
<td>3,316</td>
<td>1,434</td>
</tr>
<tr>
<td>thlorens/docdoc</td>
<td>96</td>
<td>322</td>
<td>3,212</td>
<td>1,479</td>
</tr>
<tr>
<td>gulpjs/gulp</td>
<td>324</td>
<td>603</td>
<td>3,855</td>
<td>1,501</td>
</tr>
<tr>
<td>mroderick/PubSubJS</td>
<td>20</td>
<td>145</td>
<td>1,683</td>
<td>1,608</td>
</tr>
<tr>
<td>node-schedule/node-schedule</td>
<td>76</td>
<td>247</td>
<td>2,469</td>
<td>1,621</td>
</tr>
<tr>
<td>expressjs/multer</td>
<td>141</td>
<td>247</td>
<td>2,348</td>
<td>1,726</td>
</tr>
<tr>
<td>nodeca/js-yaml</td>
<td>58</td>
<td>478</td>
<td>4,431</td>
<td>1,852</td>
</tr>
<tr>
<td>expressjs/express</td>
<td>117</td>
<td>422</td>
<td>5,395</td>
<td>1,866</td>
</tr>
<tr>
<td>digitalbazaar/forge</td>
<td>67</td>
<td>220</td>
<td>3,150</td>
<td>2,189</td>
</tr>
<tr>
<td>lonicaBizzau/scape-it</td>
<td>198</td>
<td>390</td>
<td>4,337</td>
<td>2,243</td>
</tr>
<tr>
<td>acornjs/acorn</td>
<td>16</td>
<td>87</td>
<td>1,285</td>
<td>2,287</td>
</tr>
<tr>
<td>nexe/nexe</td>
<td>215</td>
<td>524</td>
<td>4,946</td>
<td>2,318</td>
</tr>
<tr>
<td>zeminco/json2csv</td>
<td>112</td>
<td>428</td>
<td>6,743</td>
<td>2,628</td>
</tr>
<tr>
<td>nodeca/pako</td>
<td>96</td>
<td>382</td>
<td>6,449</td>
<td>2,638</td>
</tr>
<tr>
<td>share/sharedb</td>
<td>37</td>
<td>226</td>
<td>5,628</td>
<td>3,088</td>
</tr>
<tr>
<td>MikeMcL/big.js</td>
<td>1</td>
<td>26</td>
<td>1,718</td>
<td>3,228</td>
</tr>
<tr>
<td>twbs/bootstrap</td>
<td>110</td>
<td>741</td>
<td>10,022</td>
<td>6,675</td>
</tr>
</tbody>
</table>

- **Number of call edges** in the produced call graph. Call edges that originate from the different call sites within the same function are counted as distinct edges.
- **Number of reachable functions.** Reachability is measured from the module functions of the main package. This metric is particularly useful in vulnerability analyses that rely on call graph reachability [Nielsen et al. 2021].
- **Percentage of resolved call sites.** A call site is considered resolved if the analysis found at least one call edge for it. Some call sites are unresolved because they involve callbacks in unused library code, but for most call sites a good call graph analysis should be able to find one or more call edges, so this metric gives an indication of the analysis recall [Feldthaus et al. 2013].
- **Percentage of monomorphic call sites.** A call site is considered monomorphic if the analysis has found at most one call edge for it, and otherwise it is considered polymorphic. Some call edges are polymorphic due to use of dynamic dispatching or higher-order functions, but most call sites in practice are monomorphic, so this metric gives an indication of the analysis precision [Kastrinis and Smaragdakis 2013].

For the benchmarks where dynamic call graphs are available, we additionally consider these metrics:
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Fig. 4. Call edges.

Fig. 5. Reachable functions.

Fig. 6. Resolved call sites.

Fig. 7. Monomorphic call sites.

- **Call edge set recall**, i.e., the percentage of call edges in the dynamic call graph that are also in the static call graph [Chakraborty et al. 2022]. For a sound analysis, this would be 100%.
- **Per-call precision**, i.e., the average percentage of the number of call edges in the static call graph that are also in the dynamic call graph for each call site that appears in the dynamic call graph [Feldthaus et al. 2013]. Since the static analysis also produces call edges for code that is not reached in the dynamic executions, this is a more meaningful way of measuring precision than by comparing the sets of call edges for the entire program.

The experiments have been conducted on an Intel(R) Xeon(R) Platinum 8375C CPU @ 2.90GHz machine with memory limit set to 30 GB RAM and analysis time limit set to 10 minutes for each of the two phases per program.

Results. For each of the 141 benchmark programs we have run the approximate interpretation tool and the static analysis with and without the new analysis rules that incorporate the hints. In summary, the results are as follows for the first four metrics described above: The number of call edges for each program is shown in Figure 4. The blue bars indicate the numbers with the baseline static analysis in logarithmic scale; the orange bars indicate the additional call edges added by the new mechanism. The programs are sorted by the former numbers. The number of reachable functions for each program is similarly shown in Figure 5. On average, we see that the use of approximate interpretation leads to 55.1% new call edges being discovered and 21.8% more functions deemed reachable.

The percentage of resolved call sites per program is shown in Figure 6, where the programs are sorted by the percentage for the baseline analysis indicated by the blue dots. The orange dots show that more call sites are resolved with the new mechanism, especially for many of the programs.
where the percentage was low with the baseline analysis. The static call graphs ignores method calls on primitive values (e.g., `foo.toUpperCase()`), so such calls to standard library functions count as unresolved in this metric, which partly explains the remaining gap to 100%. The percentage of monomorphic call sites is similarly shown in Figure 7. As expected since more call edges are discovered, fewer call sites are deemed monomorphic, but on average the decrease is only 1.5%. The outliers where the percentage increases are due to a larger number of getter/setter call sites being found.

The static analysis time naturally increases due to the extra dataflow that needs to be propagated. In 9 cases, the extra dataflow causes the static analysis to fail due to out-of-memory; the results shown are for the remaining programs. For 76 of the 141 programs, static analysis time increases by less than 10%, and for 20 programs it increases by more than 2X. The number of hints being produced ranges from 0 to 15 036 with median 1 492.

In these experiments, the use of analysis hints obtained by approximate interpretation leads to, on average, 55.1% more call edges, 21.8% more reachable functions, 17.7% more resolved call sites, and only 1.5% fewer monomorphic call sites.
Table 2 shows the extra recall and precision results for the benchmarks where dynamic call graphs are available. The 'Recall' column shows the call edge set recall before and after the new technique, and 'Precision' similarly shows the per-call precision. For one benchmark (marked with * in the table), the numbers are shown for analysis with rule [dpr] disabled (i.e., only using rule [dpw]) since it otherwise resulted in out-of-memory.

For some of the benchmarks, the technique yields considerable improvements in the analysis recall, in one case from 40.1% to 98.0%. Unsurprisingly, not all JavaScript programs benefit from the technique. For some, the baseline analysis already produces high-quality call graphs, and for some programs the call graphs miss call edges even after applying the new technique for reasons unrelated to dynamic object manipulation, for example, insufficient models of native library functions. A manual inspection of the cases where recall remains low (e.g., krakenjs/kraken-js) reveals that use of dynamically computed module names sometimes causes entire modules to be missed by the static analysis. Also note that these measurements are based on dynamic call graphs produced by the existing test suites of the project, and if their coverage is low, there may be recall improvements that do not show up in these comparisons. For this reason, the results for the other metrics discussed above are also important for answering the research question about analysis accuracy.

The precision results indicate that most hints are correct and do not lead to a large number of spurious call edges in the resulting call graphs.

To study how the improved recall may benefit vulnerability analysis, we have used the inferred call graphs for computing reachability of functions with known vulnerabilities in the dependencies for the benchmarks from Table 1. In total, the dependencies of the 36 projects contain 447 vulnerabilities. According to the call graphs computed by the baseline analysis, only 52 are reachable (it is not uncommon that only a small fraction of the code in dependencies is being used). With the approximate interpretation extension, this number increases to 55. The total number of reachable functions increases from 42,661 to 53,805 thereby increasing confidence that most vulnerabilities are found.

In the experiments involving dynamic call graphs, the average analysis recall is improved from 75.9% to 88.1%, and precision is reduced by only 1.5%.

Regarding the second research question, the experiments show that approximate interpretation is scalable for real-world programs. It takes between 0.6 seconds and 51 seconds per program, which amounts to an average of 4.5 seconds or 3.2ms per function.

Table 3 lists the running times of the baseline static analysis, approximate interpretation, and the extended analysis that uses the produced hints for the benchmarks with dynamic call graphs. The results show that approximate interpretation is scalable to real-world programs. The time spent on approximate interpretation can be reduced by adjusting the thresholds used for aborting long running executions, which may naturally lead to fewer hints being produced, but we have not yet explored this trade-off. For most benchmarks we see only a slight increase in static analysis time when using the hints produced by approximate interpretation, but there are also cases (e.g., share/sharedb) where the analysis time increases substantially due to the extra dataflow.

As expected, not all functions end up being visited during approximate interpretation. Some function definitions are unreached because approximate interpretation is unable to cover all branches, as discussed above. In our experiments, approximate interpretation visits 60% of the functions in the analyzed programs.

With the proof-of-concept implementation, approximate interpretation takes between 0.6 seconds and 51 seconds per program, which amounts to an average of 4.5 seconds.
Table 3. Running times of baseline static analysis, approximate interpretation, and extended static analysis.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Baseline (s)</th>
<th>Approx. (s)</th>
<th>Extended (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tj/co</td>
<td>0.5</td>
<td>3.4</td>
<td>0.5</td>
</tr>
<tr>
<td>filebit/diff</td>
<td>0.8</td>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>leizongmin/js-xxx</td>
<td>0.7</td>
<td>1.4</td>
<td>0.8</td>
</tr>
<tr>
<td>Leonidas-from-XIV/node-xm12js</td>
<td>1.1</td>
<td>1.8</td>
<td>1.2</td>
</tr>
<tr>
<td>creationix/js-git</td>
<td>1.3</td>
<td>2.3</td>
<td>1.5</td>
</tr>
<tr>
<td>jaredhanson/passport</td>
<td>2.0</td>
<td>2.4</td>
<td>2.2</td>
</tr>
<tr>
<td>danielstjules/jsinspect</td>
<td>2.5</td>
<td>6.8</td>
<td>4.4</td>
</tr>
<tr>
<td>typestack/typedi</td>
<td>2.7</td>
<td>1.4</td>
<td>2.7</td>
</tr>
<tr>
<td>senchulabs/connect</td>
<td>2.0</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td>lousiechatriot/ndeb*</td>
<td>20.1</td>
<td>4.0</td>
<td>26.4</td>
</tr>
<tr>
<td>expressjs/compression</td>
<td>2.3</td>
<td>3.0</td>
<td>2.3</td>
</tr>
<tr>
<td>expressjs/body-parser</td>
<td>3.1</td>
<td>3.6</td>
<td>3.1</td>
</tr>
<tr>
<td>express-validator/express-validator</td>
<td>9.5</td>
<td>10.4</td>
<td>42.3</td>
</tr>
<tr>
<td>jezen/is-thirteen</td>
<td>6.5</td>
<td>11.0</td>
<td>6.7</td>
</tr>
<tr>
<td>expressjs/cors</td>
<td>3.7</td>
<td>4.5</td>
<td>3.7</td>
</tr>
<tr>
<td>hubotio/hubot</td>
<td>4.1</td>
<td>5.4</td>
<td>5.0</td>
</tr>
<tr>
<td>posthtml/posthtml</td>
<td>3.9</td>
<td>5.6</td>
<td>5.0</td>
</tr>
<tr>
<td>krakenjs/krauen-js</td>
<td>9.1</td>
<td>4.4</td>
<td>10.4</td>
</tr>
<tr>
<td>visionmedia/supertest</td>
<td>4.6</td>
<td>5.4</td>
<td>5.3</td>
</tr>
<tr>
<td>ternjs/tern</td>
<td>8.0</td>
<td>5.3</td>
<td>11.3</td>
</tr>
<tr>
<td>thlorenz/doctoc</td>
<td>8.4</td>
<td>7.1</td>
<td>10.0</td>
</tr>
<tr>
<td>gulpjs/gulp</td>
<td>22.1</td>
<td>4.6</td>
<td>25.2</td>
</tr>
<tr>
<td>mroderick/PubSubJS</td>
<td>6.7</td>
<td>5.9</td>
<td>15.3</td>
</tr>
<tr>
<td>node-schedule/node-schedule</td>
<td>6.2</td>
<td>7.8</td>
<td>6.2</td>
</tr>
<tr>
<td>expressjs/multer</td>
<td>6.4</td>
<td>4.2</td>
<td>6.4</td>
</tr>
<tr>
<td>nodeca/js-yaml</td>
<td>14.4</td>
<td>4.1</td>
<td>17.8</td>
</tr>
<tr>
<td>expressjs/express</td>
<td>6.8</td>
<td>10.1</td>
<td>29.0</td>
</tr>
<tr>
<td>digitalbazaar/forge</td>
<td>6.6</td>
<td>12.9</td>
<td>6.9</td>
</tr>
<tr>
<td>IonicaBizau/scrape-it</td>
<td>15.8</td>
<td>8.9</td>
<td>81.9</td>
</tr>
<tr>
<td>acornjs/acorn</td>
<td>6.8</td>
<td>17.8</td>
<td>7.6</td>
</tr>
<tr>
<td>nexe/nexe</td>
<td>10.1</td>
<td>20.9</td>
<td>9.8</td>
</tr>
<tr>
<td>zemireco/json2csv</td>
<td>15.1</td>
<td>32.0</td>
<td>15.6</td>
</tr>
<tr>
<td>nodeca/pako</td>
<td>23.4</td>
<td>2.4</td>
<td>24.1</td>
</tr>
<tr>
<td>share/sharedb</td>
<td>20.7</td>
<td>10.0</td>
<td>102.4</td>
</tr>
<tr>
<td>MikeMcl/big.js</td>
<td>6.8</td>
<td>16.5</td>
<td>7.0</td>
</tr>
<tr>
<td>twbs/bootlint</td>
<td>31.4</td>
<td>4.4</td>
<td>94.8</td>
</tr>
</tbody>
</table>

**Threats to validity.** A potential threat to the validity of the conclusions is the choice of benchmarks; the empirical results are not guaranteed to hold for all kinds of JavaScript programs. The benchmarks are popular open source projects, and they are larger than the benchmarks typically used in research on static analysis for JavaScript [Andreasen and Møller 2014; Chakraborty et al. 2022; Feldthaus et al. 2013; Jensen et al. 2009; Kang et al. 2023; Kashyap et al. 2014; Lee et al. 2012; Nielsen et al. 2019; Park et al. 2021; Sridharan et al. 2012; Wei and Ryder 2013]. Antal et al. [2023] recently performed a study of JavaScript call graph extraction tools, showing that many call edges are missed. Their conclusions are based mostly on small performance benchmarks. The results may also be different for other static analysis tools. The Jelly analyzer we use in the experiments is considerably more accurate for real-world JavaScript programs than the static analyzers considered in that study.

Many tools and techniques have been developed for static call-graph analysis of JavaScript programs. As mentioned in Sections 1 and 2, existing approaches that aim for soundness (e.g., TAJS [Andreasen and Møller 2014; Jensen et al. 2009] and SAFE [Lee et al. 2012; Park et al. 2021]) do not scale to real-world programs. More pragmatic analysis designs (e.g. WALA [Chakraborty et al. 2022], JAM [Nielsen et al. 2021] and FAST [Kang et al. 2023]) miss many call edges and often have low precision. The *js-callgraph* [Persper Foundation 2019] implementation of the ACG
algorithm [Feldthaus et al. 2013] provides basic handling of JavaScript modules and other language features that were not supported in the original implementation of ACG, but it has been unmaintained since 2019. It fails to produce call graphs for 31 of the 36 benchmarks listed in Table 2, and for the remaining 5 it achieves significantly lower accuracy than our baseline analyzer. The WALA analyzer was initially designed for Java but has been extended with support for JavaScript. It contains an implementation of the ACG algorithm but targets browser-based applications and lacks support for many modern JavaScript language features including the ESM module system, so it is also unable to produce call graphs for these benchmarks. CodeQL [GitHub 2024] is capable of analyzing large, real-world JavaScript projects. In order to ensure scalability, it only analyzes the code of the application itself, not analyzing its dependencies directly but instead relying on (typically hand-written) library models. The FAST analyzer [Kang et al. 2023] (which builds on ODGen [Li et al. 2022]) lacks support for commonly used language features, such as, iterators, generators, and getters/setters, and ignores calls to most native functions from the ECMAScript standard library. Like CodeQL, FAST requires hand-written library models (the current version contains simple models for 15 of the 2.7 million libraries available in the npm registry). Running FAST without using the hand-written models of third-party libraries (such that it includes the actual library code in the analysis) on the motivating example from Section 2, it reports only 17 of the 138 actual call edges (recall: 12.3%) after 11 seconds. In comparison, the whole-program analyzer used in this work finds 136 of the call edges (recall: 98.5%) in 3 seconds (including time for approximate interpretation).

6 POTENTIAL IMPROVEMENTS

In this section we discuss opportunities for future work that can potentially improve static analysis accuracy further by extending approximate interpretation to produce more hints.

Dynamically generated code. As mentioned in Section 3, approximate interpretation does work in presence of code that is dynamically generated with eval and similar language constructs, in the sense that it is possible to infer useful hints in such code. However, it is possible to go one step further and use approximate interpretation to produce additional hints to the static analysis in the form of strings of program code that appear during the executions at calls to, for example, eval. The static analysis could then be extended to treat such hints as additional code to be analyzed. Jensen et al. [2012] have shown that many occurrences of eval in practice are determinate, in which case this approach will be effective.

Unknown function arguments. The mechanism described in Section 3 does not produce hints when dynamic property access operations involve the synthetic proxy object that is used for representing unknown function arguments. For example, assume a dynamic property read $x[y]_\ell$ is encountered during approximate interpretation where the value of $x$ is $p^*$ and the value of $y$ is the string "p", in which case no hints are currently generated. We could produce a hint $(\ell,"p")$, which would allow the static analysis to treat the operation as a static property read, $x.p$, instead of ignoring it. This might negatively affect analysis precision if the operation occurs in a polymorphic function, so this kind of hint should only be produced when no hints would otherwise be produced.

Approximate interpretation of function fragments. Approximate interpretation may fail to reach all program code and therefore may miss useful determinacy facts. This may happen, for example, if a branch condition involves the proxy object that we use for representing unknown function arguments. As observed in Section 5, a considerable fraction of the function definitions remain unvisited. For this reason it may be worthwhile to force-execute not only entire functions but also individual branches of code that are otherwise not being covered.
Reusing approximate interpretation results. Studies have shown that more than 90% of the code in a typical Node.js application comes from third-party library code [Koishybayev and Kapravelos 2020]. This provides an opportunity for reusing results of approximate interpretation. Notice that in the example from Section 2, all the interesting hints come from the Express library code, not the application code. This means that once the Express library has been subjected to approximate interpretation, the produced hints can be reused for the thousands of applications that use the library.

Context sensitivity. As shown in Section 4, the idea of recording the origin locations of the objects that are involved in dynamic property accesses provides relational information that is highly useful for static analysis that it not necessarily context sensitive. Although this paper focuses on improving analysis recall, precision is naturally also important, and context sensitivity is one of the main tools for making static analyses more precise. If using approximate interpretation together with context-sensitive analysis, it is possible to increase analysis precision by qualifying the recorded hints with calling context information, much like the use of context-qualified determinacy facts in dynamic determinacy analysis [Schäfer et al. 2013]. If, for example, the static analysis uses 1-call-site-sensitive analysis with context-sensitive heap [Kastrinis and Smaragdakis 2013], the approximate interpretation algorithm could be extended to keep track of the top-most call site in the call stack and then include that information in the hints being produced. Specifically, every location $\ell \in Loc$ thereby becomes a pair of a calling context and a source code location. The static analysis could then apply the hints only for the matching calling contexts and thereby improve precision.

An example where such use of context-sensitive hints could lead to improved precision is the expression `route[method]` in Figure 1d (line 41). In the inner function (lines 38–43), `method` is a free variable that refers to the parameter of the enclosing function. This means that when `app.get` and `app.listen` are invoked, a method of the same name gets invoked on the `route` objects (line 41). Reasoning about this correlation of function calls requires context sensitive analysis. If the read hints produced for `route[method]` are qualified by the calling contexts, it is possible for a context-sensitive static analysis to use them for resolving those calls both soundly and precisely.

7 RELATED WORK

Approximate interpretation is, to our knowledge, the first technique that uses forced execution to reduce static analysis unsoundness. The idea behind forcing executions of JavaScript program fragments has previously been explored by Hu et al. [2017] and Kim et al. [2017]. Their tools, JSForce and J-Force, enumerate the behavior of applications by forcing execution of branches to uncover malicious code otherwise hidden by cloaking or other obfuscation techniques.

Dynamic determinacy analysis by Schäfer et al. [2013] is closely related to our approach but there are some fundamental differences as discussed in the preceding sections. First, instead of exploring the program code automatically, it requires the user to provide one or more initial executions which are then subjected to counterfactual execution to explore alternative branches. Second, it produces individual determinacy facts that do not provide relational information (see Section 4). Third, the inferred determinacy facts are of limited use in static analyses that are not context- and path-sensitive (see Section 2), unlike the approach presented here.

Static determinacy analysis by Andreasen and Møller [2014] instead infers and takes advantage of determinacy facts using a purely static analysis with flow-, context- and path-sensitivity as well as constant propagation. Unlike approximate interpretation, it has not been demonstrated to be scalable to large, real-world JavaScript applications.
The idea of utilizing information obtained from dynamic program executions for improving static analysis has appeared in many variations. The HeapDL technique by Grech et al. [2017] aims to reduce the degree of unsoundness in static analysis for Java by the use of HPROF heap snapshots captured during dynamic execution. Like our approach for JavaScript, HeapDL leads to more call graph edges being discovered by the static analysis. The technique has strong similarities to our approach, but inferring information from snapshots is substantially different from recording relevant information during analysis. Not only is our approach easier to implement for a language like JavaScript; it also allows us to capture relevant operations on objects that may no longer exist at the time of the snapshot. Additionally, HeapDL requires test suites or manually exercising the program under analysis, unlike the approximate interpretation which is fully automatic.

Another analysis technique that combines dynamic and static analysis is blended analysis by Wei and Ryder [2013], which is a fast but unsound form of static taint analysis performed on individual execution traces obtained by running test suites for JavaScript programs. Andreasen et al. [2017] have used dynamic analysis for helping analysis designers investigate causes of soundness and precision problems. The recent work by Chakraborty et al. [2022] uses dynamic analysis to automatically quantify the importance of different root causes of unsoundness in static call graph analysis for JavaScript. As mentioned in the introduction, their results show that dynamic property accesses tend to be the major reason for low recall, which is exactly what our analysis technique is designed to address.

Park et al. [2021] introduced a technique called dynamic shortcuts, which are concrete executions of selected functions performed during static analysis. The concrete executions use proxy objects to represent abstract values, similar to our use of a proxy object for representing unknown values. The technique aims to improve performance and precision, not recall as our approach.

The Concerto system by Toman and Grossman [2019] combines concrete interpretation and abstract interpretation for analysis of framework-based applications. Application code is analyzed using abstract interpretation, and framework code is analyzed using mostly-concrete execution, based on the observation that framework implementations are difficult to analyze statically but can often be deterministically evaluated at analysis time, which is essentially the same observation used in the work on dynamic and static determinacy as discussed above. To our knowledge, Concerto has so far only been implemented for a subset of Java and evaluated on a minimalistic case study, and it is unclear how the approach could be adapted to JavaScript.

8 CONCLUSION

Approximate interpretation is a simple yet effective technique for learning likely determinate facts about complex dynamic object manipulation in JavaScript programs. By inferring not only the string values that appear as property names in dynamic property accesses but also the allocation sites and function definitions of the involved objects, it provides a powerful alternative to dynamic determinacy analysis. The experimental results demonstrate that the technique works on real-world JavaScript code and succeeds in reducing the degree of unsoundness of an existing state-of-the-art static call graph analysis.

In addition to exploring the ideas outlined in Section 6, for future work it may be interesting to combine approximate interpretation and fuzzing or symbolic execution to address the limitations of the use of proxy objects for handling unknown parameter values more precisely, although it will likely make the dynamic analysis phase slower. Another direction could be adapting the approximate interpretation technique to other languages, for example Java, to provide an alternative to Tamiflex and HeapDL-style approaches for resolving reflective code and dynamic class loading.
DATA AVAILABILITY STATEMENT

The source code of the Jelly program analysis tool including the implementation of the approximate interpretation mechanism is available at https://github.com/cs-au-dk/jelly. An artifact that contains Jelly and the benchmarks and scripts used for the experimental evaluation is archived on Zenodo [Møller et al. 2024].
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