
Background

Motivations for ε-approximations

 Approximate range counting

 An ε-approximation is a subset of the ground point set

 In centralized setting, the goal is to minimize the size of S and the 
problem is well-studied

 In this work we study this problem in distributed setting

Distributed Model Our Results

Points are distributed across k players

 This is a simplified and abstract model for real distributed systems
 In this setting, the goal is to minimize the communication cost
 Communication is a bottleneck in many applications

Upper bounds

 We give an general algorithm for any range space, and the 
communication cost is better than the above two algorithms

 The algorithm is based on combinatorial discrepancy 

 Results for some common range space are listed in the next table

Lower Bounds

 We propose two methods to prove communication lower bounds for this 
problem

 Using these two methods, we prove near optimal lower bounds for 
interesting range space in any dimension

 We prove the first near optimal deterministic lower bounds, which 
shows that the algorithm of combining local ε-approximations is the best 
we can do deterministically 

 Some lower bound results are listed below

Simple Algorithms

Communication cost for straightforward algorithms

There is a trade-off between k and ε
 Each approach is better for certain values of k and ε

 Can we improve?
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