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We propose an efficient algorithm to compute the group ݇ nearest 
neighbor (NN) points.

 Motivation
− The nearest neighbor query problem is one of the fundamental 

problems in computer science

− For a set of query points, how can we find ݇-NN points from them?

 Problem
− Input (in the ܮଵ plane)

− a set ܲ of ݊ data points
− a set ܳ of ݉ query points (݉  ݊)
− a positive integer ݇

െ ொݐݏ݅݀  ൌ ∑ ,ሺݐݏ݅݀ ሻ∈ொݍ
− Output : the ݇ closest points in ܲ with respect to ܳ

We want to construct a query structure of ܲ to support GNN queries.

 We assume that all points are on the ܮଵ Plane
െ ݐݏ݅݀ , ݍ ൌ . ݔ െ .ݍ ݔ  .| ݕ െ .ݍ |ݕ

1. Compute the region that minimizes the distance from ܳ

 The median cell of the grid of ܳ has the minimum distance

2. Expand this region by increasing the sum-of-distance value

 The region is a convex polygon
ொܣ ܿ ൌ 	ݔ ݐݏ݅݀	 ,ݔ ܳ  ܿሽ is a sublevel set of ݀݅ݐݏሺݔ, ܳሻ,
and ݀݅ݐݏሺݔ, ܳሻ is a convex function, so ܣொ is convex

 Function ݀݅ݐݏொ is linear in each cell ݃, and a slope of the boundary of 
ொܣ ܿ ∩ ݃	 is as follows.

slope g ൌ ೝሺሻିሺሻ
್ሺሻିሺሻ

(݉ሺ݃ሻ, ݉ሺ݃ሻ, ݉௧ ݃ and ݉ሺ݃ሻ are # of query points that are to the  
left, right, above, and below of any point in ݃, respectively)

3. Report the points in ܲ hit by the region until the ݇-th point

 Top-݇ orthogonal range query or segment dragging query is used to find 
points hit by the region 

RNGALGO (algorithm based on top-݇ orthogonal range query)

 Query time : ܱ ܶ log ݊  ܶ௫ log log ݊  log݉
െ ܶ ൌ min ݇ ݉,݉ଶ 	, ܶ௫ ൌ mܽݔ ݇ ݉,݉ଶ

 Preprocessing time : ܱ ݉ଶ݊ logଶ ݊
 Space : ܱ ݉ଶ݊ logଶ ݊

SGMTALGO (algorithm based on segment dragging query )

 Query time : ܱ ሺ݇ ݉ሻ logଶ ݊ ݉ଶ logఌ ݊  log݉
 Preprocessing time : ܱ ݉ଶ݊ log ݊
 Space : ܱ ݉ଶ݊

 for small ݉ and ݇, efficient

It is unlikely that we achieve an ሺ݊ሻ time algorithm without any 
preprocessing because of the lower bound for the selection problem

Our approach can be extended for group ݇-farthest neighbor query 
and the weighted group ݇-NN query
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Straightforward Algorithm

Straightforward Algorithm to compute group ݇-NN points:

1. Compute sum-of-distances for all data points from ܳ

2. Report the ݇ closest points by using selection algorithm

 ܱሺ݉݊ሻ time

for small ݉ and ݇, inefficient 

Group Nearest Neighbor Queries in the plane
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