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External Memory Breadth First Search

Problem: Given a massive sparse undirected graph, compute its BFS level decomposition

BFS algorithm by Munagala and Ranade

Problem Cause Solution Observation

Internal memory solution: Simple linear = RAM model does not capture Need to design and analyze the BFS algorithm in the I/O model In an undirected graph, the edges from BFS level t-1 go only to levels t-2, t-1 and t
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Mehlhorn and Meyer BFS algorithm - Randomized clustering

Randomly select master nodes (marked *) with uniform probability and expand around
them “in parallel”

Key ldea

Cluster the graph and re-arrange the graph layout on the disk to make accesses to adjacency lists structured

Steps involved in deterministic clustering:

= Compute a minimum spanning tree of the input graph

14 = Compute an Euler tour around the spanning tree

= Sort nodes Iin the order in which they appear in the Euler tour

= Chop the ordered list into blocks of size VB and remove duplicates

Key features

Graph class n m MR_BFS MM_BFS R MM _BFS D
" Open source software freely available i  STL-user layer E[ Streaming layer || Random e 230 1.4 X 6X
= Uses pipelining to reduce constant factors in 1/Os Containers: e -NE5e: map l Pipelined sorting. | Web Graph ~1.4 - 248 ~1.2-10° 2.6 3.5X 2X
i h.ﬁ.lgﬂfl‘fﬁﬁ"ﬁ! SO, for_sach, mergs Zero- /O scanning | _ » 214) 228 229 )t 195 21
T : i ————————— i ————— | Grid (244 x 5X 25X
= Can exploit disk parallelism R |
33 [ eabicek Hockmoncge: bued s | Grid (22" x 27) 28 - 2% > 100x > 10x 4.0
= Maximizes overlap between 1/O and computation E BIock prefetchor, buffred block witer . Grid (227 x 2) 228 928+ 907 > 500X > 95y 3.8
= Based on external memory library STXXL which has the same i Aﬂnnhmnmﬁ I/O primitives layer Simple Line 228 228 -1 0.4 7X 7X
Interface as the standard template library, STL | files, IO requests, disk queuss, | Random Line 228 228 1 > 1300x > 75X 3.6
: completion handlers !
e hiebcchs.” B Jchtieh Y Max ~ Y% year ~ 1 week < 1 day

MADALGO - Center for Massive Data Algorithmics, a Center of the Danish National Research Foundation




