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Abstract

We consider concurrent mean-payoff games, a very well-studied class of two-player (player 1 vs
player 2) zero-sum games on finite-state graphs where every transition is assigned a reward between 0
and 1, and the payoff function is the long-run average of the rewards. The value is the maximal expected
payoff that player 1 can guarantee against all strategies of player 2. We consider the computation of
the set of states with value 1 under finite-memory strategies for player 1, and our main results for the
problem are as follows: (1) we present a polynomial-time algorithm; (2) we show that whenever there
is a finite-memory strategy, there is a stationary strategy that does not need memory at all; and (3) we
present an optimal bound (which is double exponential) on the patience of stationary strategies (where
patience of a distribution is the inverse of the smallest positive probability and represents a complexity
measure of a stationary strategy).



1 Introduction

Concurrent mean-payoff games. Concurrent mean-payoff games are played on finite-state graphs by
two players (player 1 and player 2) for infinitely many rounds. In each round, the players simultaneously
choose moves (or actions), and the current state along with the two chosen moves determine a probability
distribution over the successor states. The outcome of the game (or a play) is an infinite sequence of states
and action pairs. Every transition is associated with a reward between 0 and 1, and the mean-payoff (or
limit-average payoff) of a play is the limit-inferior (or limit-superior) average of the rewards of the play.
Concurrent games were introduced in a seminal work of Shapley [26], where discounted sum objectives (or
games that halt with probability 1) were considered. The generalization to concurrent games with mean-
payoff objectives (or games that have zero stop probabilities) was presented by Gillette in [19]. The player-1
value val(s) of the game at a state s is the supremum value of the expectation that player 1 can guarantee
for the mean-payoff objective against all strategies of player 2. The games are zero-sum where the objective
of player 2 is the opposite.

Important previous results. Many celebrated results have been established for concurrent mean-payoff
games and its sub-classes: (1) the existence of values (or determinacy or equivalence of switching of strategy
quantifiers for the players as in von-Neumann’s min-max theorem) for concurrent discounted games was
established in [26]; (2) the result of Blackwell and Ferguson established existence of values for the celebrated
game of Big-Match [2] (the celebrated Big-Match example is from [19])!; and (3) developing on the results
of [2] and of Bewley and Kohlberg on Puisuex series [1] the existence of values for concurrent mean-payoff
games was established in [25]. The decision problem of whether the value val(s) is at least a rational
constant A can be decided in PSPACE [6, 21]; and the results of [21] present an algorithm for approximation
which is polynomial in the number of actions and double exponential in the size of the state space (hence
if the number of states is constant then the value can be approximated in polynomial time). Several special
cases of concurrent mean-payoff games have been widely studied, for example, (a) concurrent reachability
games [13] where reachability objectives are the very special case of mean-payoff objectives where reward
zero is assigned to all transitions other than a set of sink terminal states which are assigned reward 1;
(b) turn-based deterministic mean-payoff games [14, 28], where in each state at most one of the players
have the choice of more than one action and the transition function is deterministic; and (c) turn-based
(stochastic) reachability games [12]. The decision problem of whether the value val(s) is at least a rational
constant \ is square-root sum hard even for concurrent reachability games [15], and even for the special
case of turn-based stochastic reachability games [12] or turn-based deterministic mean-payoff games [28]
the existence of a polynomial-time algorithm is a major and long-standing open problem.

Value 1 problem and its potential significance. While the decision problem for value computation is
notoriously hard for concurrent mean-payoff games, an important special case of the problem is to compute
the set of states with value 1. We refer to this problem as the value-1 set computation problem. We discuss
the potential significance of the value 1 problem for mean-payoff objectives. It was shown in [10] that
reliability requirements can be specified as a mean-payoff condition, where in every step a computation
is done, and if the computation succeeds a reward 1 is assigned, and if the computation might fail, then
reward O is assigned. The reliability is the long-run average reward. The value 1 problem asks whether there
exists a sequence of strategies such that the i’th strategy ensures reliability 1 — f(7), for some function f,
where lim;_,», f(7) = 0. Note that this problem cannot naturally be modeled as a reachability objective.

Strategies. A strategy in a concurrent game, considers the past history of the game (the finite sequence of

'note that even showing existence of a value for the specific Big-Match game was open for years, which shows the hardness of
analysis of such games
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Figure 1: The games G to G4

states and actions played so far), and specifies a probability distribution over the next moves. Thus a strategy
requires memory to remember the past history of the game. A strategy is stationary if it is independent of
the past history and only depends on the current state. The complexity of a stationary strategy is described
by its patience which is the inverse of the minimum non-zero probability assigned to a move. The notion of
patience was introduced in [16] and also studied in the context of concurrent reachability games [22, 20]. A
strategy is finite-memory if the memory set used by the strategy is finite. Note that for implementability of
a strategy (such as by an automata), we need a finite-memory strategy.

Examples. We now illustrate concurrent mean-payoff games with a few examples. Consider the four games
(G1,G9, Gs, and G4) shown in Figure 1: the transition functions are deterministic and shown as arrows; and
transition with rewards 1 are annotated, and all other rewards are 0. Each game has four states, namely, 1, 2,
T and 1; and since T and | remain the same, in the figures G; and G5 (also G5 and GG4) are drawn such
that they share T and L. The state T has value 1 and state L has value 0. In the first game (1, both state 1
and state 2 have value 1/2 (because of symmetry). The other three example games, G2, G3 and G4, are
minor variants of G; (only one successor is changed).

1. In G, the edge from state 2 to | is changed to a self-loop. In G, there exists an infinite-memory
strategy to ensure that the mean-payoff is 1, and for every e > 0 there is a stationary strategy to ensure
mean-payoff 1 — e. The witness stationary strategy is as follows: in state 1 play the action pairs with
probability (e/4,1 — ¢/4) and in state 2 with probability (1/2,1/2).

2. In G3, the top edge from state 1 to state 2 is changed to a self-loop. In G, there is no strategy to
ensure that the mean-payoff is 1, but for every ¢ > 0 there is a stationary strategy to ensure mean-
payoff 1 — e. The witness stationary strategy is as follows: in state 1 play the action pairs with
probability (¢/2,1 — ¢/2) and in state 2 with probability (1 — €2/2, €2/2).

3. In G4, the bottom edge from state 1 to state 2 is changed to a self-loop. In G4, there exists no
stationary strategy that can ensure positive mean-payoff value; however, for every € > 0 there exists
an infinite-memory strategy to ensure mean-payoff 1 — e.

Details regarding the analysis of the values of the above games and in depth discussion on the strategy
constructions for them are available in [23, Section 1.6.2].



Our contributions. Our main contributions are related to the computation of the value 1 problem for
concurrent mean-payoff games where player 1 is restricted to finite-memory strategies”. Our main results
are as follows: (1) We present a polynomial-time algorithm to compute the value 1 set. (2) We show that
stationary strategies are sufficient, i.e., whenever finite-memory strategies exist, then there is a stationary
strategy. (3) We establish an optimal double exponential patience bound for the witness stationary strategies
(our contribution for patience is the upper bound, and the matching lower bound follows from [20, 22] for
the special case of reachability objectives). A key and novel insight of our polynomial-time algorithm is
that we establish that we can use local operators and iterate them to compute the value 1 set; this is perhaps
counter-intuitive for concurrent mean-payoff games as no strategy-iteration algorithm is known to exist. In
addition we also establish a robustness result, which shows that for a pair of concurrent mean-payoff games,
if the support of the transition probabilities match (but the precise transition probabilities may differ), then
the value 1 set also match.

Related works. The problem of value-1 set computation has been extensively studied in many different
contexts; such as, concurrent games with reachability objectives [13] as well as with w-regular and prefix
independent objectives [5, 4, 8], probabilistic automata [7, 17], and probabilistic systems with counters [3].
However, the value-1 set computation was not considered for concurrent mean-payoff games which we
consider in this work. A related problem of computing the set of states where there exists an optimal
strategy that ensures mean-payoff 1 (almost-sure winning) has been considered in [11].

2 Definitions

In this section we present the definitions of game structures, strategies, mean-payoff objectives, the value
and value 1 problem, and other basic notions.

Probability distributions. For a finite set A, a probability distribution on A is a function §: A — [0, 1] such
that ) ., 0(a) = 1. We denote the set of probability distributions on A by D(A). Given a distribution
d € D(A), we denote by Supp(d) = {z € A | §(x) > 0} the support of the distribution ¢. For a
distribution, the patience of the distribution is the inverse of the minimum non-zero probability assigned to
an element: formally, the patience pat(d) is max,e A{ﬁ | 6(a) > 0}.

Concurrent game structures. A (two-player) concurrent stochastic game structure G = (S, A,T'1,T'2,0)
consists of the following components.

e A finite state space S and a finite set A of actions (or moves).

e Two move assignments I';, Ty : S — 24\ (). Fori € {1,2}, assignment I'; associates with each
state s € S the non-empty set I';(s) C A of moves available to player 7 at state s. For technical

convenience, we assume that I';(s) N T';(¢) = 0 unless ¢ = j and s = ¢, for all 4,5 € {1,2}
and s,t € S. If this assumption is not met, then the moves can be trivially renamed to satisfy the
assumption.

e A probabilistic transition function §: S x Ax A — D(.S), which associates with every state s € S and
moves a; € I'1(s) and ay € I'y(s) a probability distribution (s, a1, a2) € D(S) for the successor
state.

Znote that once a finite-memory strategy for player 1 is fixed, then there always exists a finite-memory optimal counter-strategy
for player 2, and thus the strategies for player 2 are not restricted



For a set Q C S of states we will denote by @ = S\  the complement of Q). We will denote by Spmin
the minimum non-zero transition probability, i.e., dmin = Ming 15 Ming, e, (s),aners(s)19(8, a1, a2)(t) |
d(s,a1,a2)(t) > 0}. We will denote by n the number of states (i.e., n = |S]), and by m the maximal
number of actions available for a player at a state (i.e., m = maxses max{|I'1(s)|, |T'2(s)[}). We will
later define Markov chains as games where m = 1. Since finding the mean-payoff of Markov chains can
be done in polynomial time, we will only consider the case where m > 2. For all states s € S, moves
a; € T'1(s) and ag € T'y(s), let Succ(s, ai,az) = Supp(d(s,ar,az)) denote the set of possible successors
of s when moves a; and ay are selected. The size of the transition relation of a game structure is defined as

‘5’ - ZSGS Za1€F1 (s) Zazefz(s) ‘SUCC(S, ai, a2)"

One step probabilities. Given a concurrent game structure G, a state s, two distributions &; € D(I'y(s))
and £ € D(T'2(s)), the one step probability transition for a set U of states, denoted as d(s,&1,£2)(U) is
D a1l () a2€Ta(s),tev 0(5, a1, a2)(t) - &1(a1) - §2(az). Often we will consider the distribution of player 2
to be a single action, i.e., {2(a2) = 1 for an action as, and then use the notation J(s, &1, az). We will also
write Succ(s, £1,£2) = Uy, esupp(er),aseSupp(es) SUCC(S; a1, az) for the set of possible successors under the
distributions.

Turn-based stochastic games, turn-based deterministic games and MDPs. A game structure G is turn-
based stochastic if at every state at most one player can choose among multiple moves; that is, for every
state s € S there exists at most one ¢ € {1,2} with |I';(s)] > 1. A turn-based stochastic game with a
deterministic transition function is a turn-based deterministic game. A game structure is a player-2 Markov
decision process (MDP) if for all s € S we have |T'1(s)| = 1, i.e., only player 2 has choice of actions in the
game, and player-1 MDPs are defined analogously.

Plays. At every state s € S, player 1 chooses a move a; € T'i(s), and simultaneously and inde-
pendently player 2 chooses a move az € I'a(s). The game then proceeds to the successor state ¢
with probability (s, a1, az2)(t), for all t € S. A path or a play of G is an infinite sequence w =
((so,a?,ag), (s1,ad,ad), (s2,a2,a3). ) of states and action pairs such that for all & > 0 we have
(1) spyp1 € Succ(sy,al,ak); and (2) a¥ € T'1(s1); and (3) ab € T'y(sx). We denote by Q the set of all
paths.

Strategies. A strategy for a player is a recipe that describes how to extend prefixes of a play. Formally, a
strategy for player ¢ € {1,2} is a mapping o; : (S x A x A)* x S — D(A) that associates with every
finite sequence = € (S x A x A)* of state and action pairs, and the current state s in .S, representing the
past history of the game, a probability distribution o;(x - s) used to select the next move. The strategy o;
can prescribe only moves that are available to player 4; that is, for all sequences x € (S x A x A)* and
states s € S, we require that Supp(o;(z - s)) C I';(s). We denote by 3; the set of all strategies for player
i € {1,2}. Once the starting state s and the strategies o} and o2 for the two players have been chosen, the
probabilities of events are uniquely defined [27], where an event A C () is a measurable set of paths. For an
event A C Q, we denote by Pr?":2(.A) the probability that a path belongs to .4 when the game starts from
s and the players use the strategies o1 and 0. We denote by ES'7?[-] the associated expectation measure.
We will consider the following special classes of strategies:

1. Stationary (memoryless) and positional strategies. A strategy o; is stationary (or memoryless) if it
is independent of the history but only depends on the current state, i.e., for all z, 2’ € (S x A x
A)* and all s € S, we have o;(x - s) = o;(2' - s), and thus can be expressed as a function o; :
S — D(A). For stationary strategies, the complexity of the strategy is described by the patience of
the strategy, which is the inverse of the minimum non-zero probability assigned to an action [16].
Formally, for a stationary strategy o; : S — D(A) for player i, the patience is maxsegs pat(o;(s)),
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where pat(o;(s)) is the patience of the distribution o;(s). A strategy is pure (deterministic) if it does
not use randomization, i.e., for any history there is always some unique action « that is played with
probability 1. A pure stationary strategy o; is also called a positional strategy, and represented as a
function o; : S — A. We denote by Z‘f the set of stationary strategies for player .

2. Strategies with memory and finite-memory strategies. A strategy o; can be equivalently defined as
a pair of functions (o}, c"), along with a set Mem of memory states, such that (i) the next move
function o] : S x Mem — D(A) given the current state of the game and the current memory
state specifies the probability distribution over the actions; and (ii) the memory update function o} :
S x Ax Ax Mem — Mem given the current state of the game, the action pairs, and the current
memory state updates the memory state. Any strategy can be expressed with an infinite set Mem of
memory states, and a strategy is a finite-memory strategy if the set Mem of memory states is finite,
otherwise it is an infinite-memory strategy. We denote by ZZF the set of finite-memory strategies for
player q.

Absorbing states. A state s is absorbing if for all actions a; € I'1(s) and all actions ay € I'2(s) we have
Succ(s, a1, az) = {s}. In the present paper we will also require that |T'; (s)| = |T'2(s)| = 1 if s is absorbing.
Objectives. A quantitative objective ® : 2 — R is a measurable function. In this work we will con-
sider limit-average (or mean-payoff) objectives. We will consider concurrent games with a reward func-
tionr : S x Ax A — [0,1] that assigns a reward value r(s,a;,a2) for all s € S, a; € I'i(s) and
az € I'y(s). Forapath w = ((so,af,ad), (s1,ai,a3),...), the limit-inferior average (resp. limit-superior
average) is defined as follows: LimInfAvg(w) = liminf, o £ Z?;ol r(s;,at, ab) (resp. LimSupAvg(w) =
lim sup,, % Z?;(]l 1(s;,at, ab)). For the analysis of concurrent games with Boolean limit-average objec-
tives (with rewards O and 1 only) we will also need reachability and safety objectives. Given a target set
U C S, the reachability objective Reach(U') requires some state in U be visited at least once, i.e., defines
the set
Reach(U) = {w = ((s0,a},a3), (s1,a1,a3),...) | 3i > 0.5, € U}

of paths. The dual safety objective for a set F' C S of safe states requires that the set I is never left, i.e.,
Safe(F) = {w = ((so,a?,ag), (s1,al,ad),. )| Vi>0.s € F}.

We also consider the eventual safety objective, namely coBiichi objective, that requires for a given set F' that
ultimately only states in F’ are visited, i.e.,

coBuchi(F) = {w = ((so,a?,ag), (s1,al,ad), .. )13 =0Vi>j. s € Fl

Observe that reachability objectives are a very special case of Boolean reward limit-average objectives where
states in U are absorbing and are exactly the states with reward 1, and similarly for safety objectives.

Markov chains. A game structure G is a Markov chain if m = 1. We will in that case write (s) for the
distribution d(s, a1, az), where a; is the unique action in I'; (s) and ay is the unique action in I'y(s). Markov
chains defines a weighted graph (S, E, w), where (s,s") € E iff 6(s)(s’) > 0 and for all (s,s’) € E we
have that w((s,s")) = d(s)(s"). For an event A C €2, we denote by Prs(.A) the probability Pr7'72(.A),
where o1 and o3 are the unique strategies for player 1 and player 2, respectively. A state s is reachable from
another state s’ iff s’ is reachable from s in (S, F,w). A set of states Z is reachable from a state s iff a
state in Z is reachable from s. For any set of states Z in a Markov chain, let Rg(Z), be the set of states
from which Z is not reachable. Clearly, Rs(Z) C (S \ Z). A set of states L is called a recurrent class if



for each pair of states s, s’ € L we have that s’ is reachable from s and for each pair of states s € L and
s” € (S'\ L) we have that s” is not reachable from s. A recurrent class in a Markov chain is a bottom scc
(strongly connected component) in the graph of the Markov chain, where a bottom scc L is an scc with no
edges leaving the scc.

Properties of Markov chains to be explicitly used in proofs. We will use several basic properties of
Markov chains in our proof and we explicitly state them here. Let us fix a Markov chain with state space S.

1. Given aset Z C S, for all s € S, with probability 1 either Z is visited infinitely often or Rg(Z) is
reached.

2. Given Z C S, forall s € S, with probability 1 Rg(Z) or Z is reached, i.e., Prs(Reach(Rg(Z2)UZ)) =
1.

3. Givensets Z C S and Z' C S, such that Z can only be left from (Z' N Z), then for all s € Z with
probability 1 (Rs(Z') N Z) or (Z' N Z) is reached, i.e., Prg(Reach((Rs(Z'YNZ)U(Z2'N Z))) = 1.
Note the similarity with the previous property, only intersection with Z is taken.

4. Given sets Z C S and Z' C S, such that Z can only be left from (Z’ N Z) and from each state in
(Z' N Z) there is a positive probability to leave Z, then for all s € Z with probability 1 (Rg(Z') N Z)
or (S'\ Z) is reached, i.e., Prg(Reach((Rs(Z")NZ)U (S\ 2))) = 1.

5. From every state s € S, with probability 1 some recurrent class L is reached; and given a recurrent
class L is reached, with probability 1 every state in L is reached.

6. Consider Z C S and Z' C S such that for all z € Z the set Z' is reachable. Then for all s € S with
probability 1 either Rg(Z) or Z’ is reached, i.e., Prs(Reach(Rgs(Z) U Z')) = 1.

7. Consider Z C S and Z' C S such that forall s € (S\ (ZUZ")), we have that 6(s)(Z)-€ > §(s)(Z'),
for € > 0. Then, forall s € (S'\ (Z U Z’)) the probability to reach Z or Rg(Z U Z') is at least 1 — e,
i.e., Prsg(Reach(ZURs(ZU Z'))) > 1 —e.

8. Consider Z C S and Z’ C S such that for all s € Z the set Z’ is reachable. Then for all s € Z with
probability 1 (S'\ Z) or Z’ is reached, i.e., Prg(Reach((S\ Z) U Z’)) = 1.

We will refer to these properties as Markov property 1 to Markov property 8, respectively.

p-calculus. Consider a yu-calculus expression ¥ = pX.1)(X) over a finite set S, where ¢ : 29 — 25
is monotonic. The least fixpoint ¥ = pX.4)(X) is equal to the limit limy_, o, X%, where Xy = 0, and
Xk+1 = ¥(Xg). For every state s € W, we define the level k > 0 of s to be the integer such that s ¢ X},
and s € X}1. The greatest fixpoint ¥ = v X.1)(X) is equal to the limit limy,_, o, X, where Xy = S, and
Xk+1 = ¥(Xg). For every state s ¢ W, we define the level k > 0 of s to be the integer such that s € X},
and s ¢ Xj11. The height of a u-calculus expression v X.¢)(X), where v € {u, v}, is the least integer h
such that X = limy_,,, Xj. An expression of height & can be computed in h + 1 iterations. A p-calculus
formula with nested i and v operators is a very succinct description of a nested iterative algorithm.

Interpretation of p-calculus formula. Consider a p-calculus formula
vY pX.[f(Y, X)],

where f is pointwise monotonic. The intuitive way to read the formula is as vY.(uX.[f (Y, X)]), i.e., given a
value of Y (say Y;) we compute the inner least fixpoint with function f(Y;, X') which has only one free vari-
able X. Thus for every Y;, uX.[f(Y;, X)] assigns a value for Y;. In other words, the function uX.[f (Y, X)]



can be interpreted as a function g(Y) on Y, and the outer fixpoint computes the greatest fixpoint of g. The
interpretation for computation of pY.vX.[f(Y, X)] is similar, and is extended straightforwardly to more
nested p-calculus formula.

The value problem. Given an objective ®, and a class C of strategies for player 1, the value for
player 1 under the class C of strategies is the maximal payoff that player 1 can guarantee with a strat-
egy in class C. Formally, val(®,C)(s) = sup,,ccinfo,ex, EV7?[®]. In this work we will con-
sider the computation of the value I set under finite-memory strategies, i.e., the computation of the set
{s € S| val(LimInfAvg(r), =) (s) = 1}. Observe that to ensure value 1, player 1 must ensure that for all
€ > 0, the probability to visit reward 1 is at least 1 — ¢, and hence it follows if all rewards less than 1 are
decreased to O the value 1 set still remains the same, and hence for simplicity for the value 1 set computation
we will consider Boolean reward functions.

3 The Value 1 Set Computation

In this section we will present a polynomial-time algorithm to compute the value 1 set, val; (P, Ef ), for
mean-payoff objectives ®. We start with a very basic and informal overview of the algorithm.

Basic overview of the algorithm. The algorithm will compute the value 1 set W by iteratively adding
chunks of states that are guaranteed to be in the value 1 set, and the iteration will finally converge to W.
Let U C W be the set of states that are already guaranteed to be in the value 1 set (already identified as
subset of W in some previous iteration). Then a new chunk X of states are added such that U C X C W,
and the new chunk of states are also added iteratively (the algorithm is a nested iterative algorithm). For
the set X, let U C Y C X be the subset that is already added, and then a new chunk Y C Z C X is
added such that player 1 can ensure that one of the following three conditions hold: (1) the probability to
reach U in one step can be made arbitrarily large as compared to the probability to leave W in one step
(then U can be reached with probability arbitrarily close to 1); or (2) the probability to stay in X in one
step is 1 and the probability to reach Y in one step is positive (then Y can be reached with probability 1);
or (3) the probability to stay in X in one step is 1, the one step expected reward and the probability to stay
in Z in one step can be made arbitrarily close to 1. Figure 2, Figure 3, and Figure 4 illustrate the above
three conditions, respectively, pictorially. Very informally, if always one of the the last two conditions is
satisfied, then then the mean-payoff can be made arbitrarily close to 1; and the first condition ensures that
the already computed value 1 set can be reached with probability arbitrarily close to 1. The initialization
of the sets are as follows: U and Y are initialized to the empty set, and W, X, and Z are initialized to the
set of all states. Note that the above three conditions are local (one-step) conditions and we will first define
an one-step predecessor operator to capture the above conditions. We will then show how to compute the
one-step predecessor operator in polynomial time, and finally show how to use the one-step predecessor
operator in a nested iterative algorithm to compute the value 1 set in polynomial time.

3.1 One-step predecessor operator

We first formally define the one-step predecessor operator that was described informally in the basic
overview of the algorithm. Given a state s and two distributions £, € D(I'1(s)) and & € D(I'9(s)),
the expected one-step reward ExpRew(s, &1, &2) is defined as follows: Ealerl(s),agem(s) &1(ay) - &(az) -
(s, a1, az). We often use distributions for player 2 that plays a single action az with probability 1, and use
ag to denote such a distribution. Forsets U C Y C Z C X C W, the one-step predecessor operator for
limit-average (mean-payoff) objectives, denoted as LimAvgPre(W, U, XY, Z), is the set of states s such
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Figure 2: Pictorial illustration of Equation 1.
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that for all 0 < € < 3, there exists a distribution £ over I'; (s) such that for all actions as in I's(s), we have
that

(e 6(s,&5, a2)(U) > (s, &5, a2) (W) 1)
V (8(s, &5, a2)(X) = 1 A6(s, &5, a2)(Y) > 0) (2)
V (6(s, &5, a2)(X) = 1 A ExpRew(s, &, a2) > 1 — € Ad(s,&f,a2)(Z) > 1—¢) . 3)

We denote the above conditions as Equation 1, Equation 2, and Equation 3, respectively. Also our nested
iterative algorithm (as informally described) that uses the LimAvgPre(W, U, X, Y, Z) operator will ensure
the required inclusion U C Y C Z C X C W. Before presenting the algorithm for the computation of
the LimAvgPre set, we first discuss the special case when we only have the first condition Equation 1, then
describe some key properties of witness distributions, and finally present an iterative algorithm to compute
LimAvgPre.

The LPre operator and witness parametrized distribution. An algorithm for the computation of the
predecessor operator (called the LPre operator) for reachability games was presented in [13] where only
Equation 1 is required to be satisfied. We extend the results of [13, 9] to obtain the following properties
(details presented in technical appendix):

o (Input and output). The algorithm takes as input a state s, two sets U C W of states, two sets of action
sets A} C I'1(s) and Ay C I'y(s), and either rejects the input or returns the largest set A3 C Ag such
that the following conditions hold: forevery 0 < € < % there exists a witness distribution &§ € D(A4;),
with patience at most <66$ (14 1), such that (i) for all actions ay € A3 Equation 1 is satisfied;
and (ii) for all actions a/, € (A2 \ A3) we have Succ(s, &5, a5) C W. The set A3 is largest in the sense
that if Ay C A5 and Ay satisfies the above conditions, then A4 C Ajz. Notice that this indicates that for
all ag € (As\ Az) we have Succ(s, &5, a2) NU = (), because otherwise az would be in A3. Moreover,
the distribution &§ has the largest possible support, i.e., for all actions a; € (A; \ Supp(&Y)), there
exists an action as in (As \ A3) such that Succ(s, a1, az) N W # (. An input would only be rejected
if for each action a1 € A; there exists an action ag € Ay such that Succ(s, ay,az2) N w # (.

o (Parametrized distribution). Finally, the witness family of distributions &5, for 0 < e < %, is presented
in a parametrized fashion as follows: the support Supp(&5) forall 0 < € < % is the same (denoted as
A*), and the algorithm gives the support set A*, and a ranking function that assigns a number from
0 to at most |A*| to every action in A*, and for any 0 < € < %, the witness distribution £§ plays
actions with rank ¢ with probability proportional to €. In other words, the support set A* and the
ranking number of the actions in A* is a polynomial witness for the parametrized family of witness
distributions &5, forall 0 < € < 1.

We summarize the important properties which we explicitly use later: LPre(s, W, U, Ay, Ag) for U C W
returns the following (see Technical Appendix for correctness proof):

1. (Reject property of LPre). Reject and then for all a; € A there exists az € A such that
Succ(s, ar,a2) "W £ ()

2. (Accept properties of LPre). Accepts and returns the set A3 C Ay and a parametrized distribution £,
for0 <e < % with support Supp(£§) € Ay, such that the following properties hold:
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e (Accept property a). For all ay € As, the distribution £ satisfies Equation 1 for as.

e (Accept property b). For all ay € (A \ As), we have Succ(s,&5,a3) N W = ) and
Succ(s, &5, a2) NU = 0.

e (Accept property c). For all a; € (A \ Supp(&Y)), there exists an action as in (Ag \ A3) such
that Succ(s, ay, az) N W # 0.

e (Accept property d). The set As is largest in the sense that for all as € (A2 \ As) and for
all parametrized distributions £] over A, the Equation 1 cannot be satisfied, while satisfying
actions in Ay using Equation 1, or Equation 2, or Equation 3, for any X, Y, Z such that U C
YCZCXCW.

One action with large probability property. We will now show that if a state belongs to LimAvgPre, then
there is a family of witness distributions where one action a is played with very large probability.

Lemmal. Given U CY C Z C X C W, if s € LimAvgPre(W, U, X, Y, Z), then for all 0 < ¢ < %min
there is a witness distribution to satisfy at least one of the three conditions (Equation 1, Equation 2, or
Equation 3) of LimAvgPre where an action a € TI'1(s) is played with probability at least 1 — € - dpin.

Proof. Given 0 < € < %, let £§ be a witness distribution such that for all actions in I's(s) at least one of
the three conditions for LimAvgPre is satisfied. Let C be the set of actions as in I's(s) such that £§ and as
satisfy Equation 1; respectively, Cs for Equation 2, and C5 for Equation 3. Let a be some action such that
&(a) > L (note that such an action must exist). If £§(a) > 1 — € - Gin, then we already have the desired
action a; and we are done. Otherwise, we consider the distribution & defined as follows:

é-l( ) 1_6'5min ifa:(ll

ap) = c

e € Omin - f_lé?a) otherwise .
1

We now consider three cases to show &/ is also a witness distribution to satisfy at least one of the three
conditions of LimAvgPre for e.

1. Consider an action as in C. Since a2 in Cq and € < 5,11#’ we must have that Succ(s, a, az) "W # 0,
because otherwise given £§ and a the set W is reached with probability at least 5“% (as a is played
with probability at least = by &%), i.e., 6(s, &5, a) (W) > ‘Smﬁ > e. This contradicts that ag satisfies
Equation 1 for £ for the given € < ‘;‘“ﬁ. Hence given a and a9, the probability to leave the set W/
is 0; and since all the other actions are only scaled in &] as compared to £{ we have

s 85.02)(U) _ 3(s.Eha0)(0)
5(87€i?a2)(W) (5(8,51,@2)(‘/‘/)

<

Hence, given &} the action as must also satisfy Equation 1 for e.

2. Consider an action a in Cs. Since ag in C (i.e., satisfies Equation 2) we must have Succ(s, £§, az) C
X (stay in X with probability 1) and Succ(s,&f,a2) N'Y # ( (next state in Y with positive
probability). Since &) assigns positive probability to precisely the same set of actions as &, i.e.,
Supp(&]) = Supp(&S), we have that Succ(s, &, a2) = Succ(s, £5,a2) C X (stay in X with proba-
bility 1) and Succ(s, £, a2) NY = Succ(s, &, a2) MY # () (next state in Y with positive probability).
Hence we have that ] and as must also satisfy Equation 2.
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3. Finally consider an action az in C3. We must have that (i) Succ(s, a,az) C Z and (ii) 1(s, a, a2) = 1;
because otherwise we would either not end up in Z or not get reward 1 with probability at least ‘Smﬁ
when as is played against £§ (contradicting that ag satisfies Equation 3). Since &] plays a with larger
probability than &7, and all other actions are scaled with probabilities of &7, it follows that for every
az in C3 we must have that &] and as satisfy Equation 3.

The desired result follows. O

The action with large probability. In Lemma 1 we showed that some action is played with large probability.
In the lemma the action was chosen depending on ¢, but since there are only finitely many actions and if an
action satisfies for some 0 < € < %, then it also satisfies for all € such that e < ¢’ < %, and thus it follows
that there is an action that is played with large probability. We will call a parametrized distribution &5, for
0<e< %, an a-large distribution if the distribution plays action a with probability at least 1 — € - dpin. Thus
the existence of witness a-large distributions, if such distributions exist, follows from Lemma 1. The main
crux of the algorithm would be to find an action a and a parametrized distribution that is a-large as a witness
distribution for LimAvgPre. Our algorithm will use the LPre operator iteratively. The key information we
need is encoded as a matrix as follows.

The matrix for action sets. Given a state s, and the sets U C Y C Z C X C W, we define an
IT1(s)| x |T2(s)|-matrix M, such that My, o, € {W,W,U, X,Y, Z° Z1}, that corresponds to the type of
successor encountered if player 1 plays action a; and player 2 plays action as. Let

W if Succ(s, ar,a2) "W # ()
U if Succ(s,a,az) NU # () and Succ(s, ar,az) N W = )
W if Succ(s, a1, az) N (W \ X) # 0 and Succ(s,a1,a2) N (WUU) =
Y if Suce(s,ar,a2) N (Y \ U) # 0 and Succ(s,ar,a2) N (WUU U (W \ X)) =0
My, 0y = ¢ X if Succ(s,ar,a2) N (X \Z) #0
and Succ(s,ar,a2) N(WUUUW\X)U (Y \U)) =0
Z¢ if Suce(s, a1, a2) N (Z\Y) # 0
and Succ(s,ar,a) N(WUUU W\ X)UY\U)U(X\Z))=0
and r(s,a1,az) = ¢, for £ € {0,1} .

\

The matrix uses that U C Y C Z C X C W, to ensure that the matrix is well-defined. Notice that M
encodes all the information needed by LPre (the entries equal to W, Y, X, Z 170 all ensures both W and U
are not reached, U ensures that U is reached with probability at least dyi, and W is not reached. The entries
W ensures that W is reached with probability between d,,;, and 1). Hence, we could alternatively give M
as input to LPre.

Intuitive description of the algorithm. We first present an intuitive description of our algorithm and then
present it formally. The basic idea of the algorithm is to use LPre iteratively and the existence of a-large
witness distributions. Given a candidate action a, we reject a or accept a using the following procedure.
First, given the action a, if there is an action ao such that W is left with positive probability given a and ag
(i.e., My q, = W), then we reject a. Second, we check if playing a with probability 1 satisfies all actions
(by either of the three conditions), and if so we accept. If neither of the first two conditions hold, then we
use an iterative procedure. Let C' be the set of actions which are guaranteed to be satisfied (by Equation 1)
by playing an a-large distribution (C' consists of each action ao such that M, ,, = U). We run LPre, and
start with (I'1(s) \ {a}) as available actions for player 1 (we are only interested in a-large distributions and
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we do not consider a for LPre) and (I'z(s) \ C) as available actions for player 2. If LPre rejects, we also
reject: this is because no matter which action a1 # a is played with the largest probability (and we could
not play a alone) there is an action as, such that M, ., = W and Mg q, # U, which ensures that all three
equations are violated. If LPre accepts, then we obtain a witness distribution &; and a set A3 of actions of
player 2 such that &; satisfies Equation 1 for all actions in A3. We then create &, which is &; scaled so that it
plays an a-large distribution (note that &; plays a with probability 0). Afterwards we check if all actions for
player 2 are satisfied by &}. If so, we accept. Otherwise, we check that whether for each action ag outside
(A3 U C') we can satisfy either Equation 2 or Equation 3: for as to be satisfied using Equation 3, we must
have that M, ,, = Z1; and for ay to be satisfied using Equation 2, the distribution &} must play some action
a1 with positive probability such that M, ,, = Y. If for some ay outside (A3 U C), neither M, 4, = Z L
nor My, 4, = Y, for some a; played with positive probability, we reject. Otherwise, if we did not reject, we
remove each action a; for player 1 from available actions, for which there exists an ay € (A3 UC), such that
Mg, 0, = W. Note that if M, ., = W, then we cannot satisfy as using either Equation 2 or Equation 3, if
we play a; with positive probability. If the set of available actions does not contain a, then we cannot play
a with positive probability in an a-large distribution, which clearly means that no a-large distribution exists
and thus we reject. If this new, smaller set of actions for player 1 contains a, we iterate on with the new set
as the set of available actions for player 1, and the available set for player 2 always remains as (I'z(s) \ C).
Since, in every iteration, we get a smaller set of actions for player 1, we terminate at some point.

The algorithm ALGOPRED. We now describe the steps of the algorithm which we refer as ALGOPRED
(algorithm for predecessor computation). For a state s, we consider every action a € I';(s) as a candidate
for the existence of an a-large witness distribution. For each action a we execute the following steps:

1. (Reject 1). Reject the choice of a if there exists az € I'a(s) such that M, ., = W.

2. (Accept 1). Accept a if for all az € T'y(s) we have M, 4, € {U,Y, Z'}, and then return the distribu-
tion that plays a with probability 1, and return “Accept” for state s.

3. Let C be the set of actions ay in T'y(s) such that M, ,, # U. Initialize BY and A as (T'1(s) \ {a}).
The remainder of the algorithm will be done in iterations.

4. (Iteration). In iteration i > 1, run LPre(s, W, U, (AT N BIY\ {a}), O).

(Reject 2): if LPre(s, W, U, ((A"' n Bi™1) \ {a}), C) rejects the input, then reject this choice of a.
Otherwise let A% be the returned set; and let £ 7'bea witness parametrized distribution (parametrized
by 0 <e< % which is obtained by the support of £{" and the ranking of the actions in the support).
We will now define some sets of actions.

(a) Let AL = Supp(fi’i) U{a}.

(b) Let B! be all actions a; in I'1 (s) such that for all az € (C'\ A%) we have M, o, # W.

(c) Let B} be all actions as in (C'\ A%) such that either (i) Moo, =272 L. or (ii) there exists an action

a; € At with My, 4, =Y.

5. We reject in the following cases:

e (Reject 3). If (AL N BY) \ {a}) = 0, then reject this choice of a.
e (Reject4). If (C'\ A%) # Bi, then reject this choice of a.
e (Reject 5). If a ¢ B, then reject this choice of a.
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6. (Accept 2). Otherwise if Ai1 C B¢, then return accept a, and return the parametrized distribution &1
for0 <e< % that plays a with probability 1 — € - d,i, and with probability € - d,i, follows 5?1, and
also “Accept” state s.

7. If the action is neither accepted nor rejected, then go to iteration ¢ + 1 in step 4.

If all choices of action a € T';(s) get rejected, then “Reject” state s.
The parametrized distribution for Accept 2 is returned as the special action a (to be played with proba-
bility 1 — € - dpin, for 0 < € < %), the support set of £ and the ranking function of the support as given

by the LPre operator (which gives the parametrized distribution for fi’i which is multiplied by € - 6y to get
the parametrized a-large witness distribution £§ and a is played with the remaining probability).

Hllustrations with examples. We illustrate our algorithm on four M -matrices shown in Figure 5. First observe
that the only feasible candidate for an a-large distribution is the first row, because each other row contains
an W entry, and thus will be rejected at the start. The first matrix shown in Figure 5a will be accepted by
the algorithm and the other three will be rejected by the algorithm.

1. Consider first the matrix in Figure 5a. Then the algorithm is run with the first row as a, it will call
LPre with the all rows but the first row for player 1 and all columns but the first column for player 2
(since given the first row, the first column satisfies Equation 1). The LPre algorithm will then return
the distribution d of playing the second row with probability 1 — § and the third row with probability
5. It also returns the set A3 containing the second and third column (they satisfy Equation 1). We
then get accept in that iteration, because column 4 and column 5 can be satisfied by Equation 2 and
column 6 can be satisfied by Equation 3.

2. Consider now the second matrix, the one in Figure 5b. It will get rejected at start, because in this case
each row contains an IV entry.

3. The third matrix, the one in Figure 5c, will get rejected in the second iteration. In the first iteration,
LPre will return the same distribution d as for the first matrix along with the same As. This time,
we cannot accept directly, because d no longer satisfies any of the three equations, for column 5. At
that point, the algorithm considers that each column ag € {4,5,6} such that M,, o, = Y for some
a1 € {1,2,3} or My, = Z' (where a = 1). Thus, the algorithm removes row 2, from the set of
possible rows, because column 5 is such that M 5 = W, and 5 € A3 and iterate. Then the algorithm
calls LPre and gets back reject, because each of the rows left contains at least one instance of W.
Hence the algorithm rejects.

4. For the last matrix, the one in Figure 5d, the algorithm calls LPre and gets d and As, but this time
the algorithm rejects at that point, because row 6 (which is not in A3) does not contain an action a;
played with positive probability such that M,, ¢ = Y or is such that M, s = Z'.

Lemma 2. Given U C Y C Z C X C W and a state s, if algorithm ALGOPRED accepts s, then

s € LimAvgPre(W,U, X, Y, Z). Furthermore, for every 0 < € < % there exists a witness distribution &7
—(IT'1(s)[=1)

with patience at most (6‘5% to satisfy at least one of the three required conditions (Equation 1,
Equation 2, or Equation 3) for LimAvgPre for every action as € T'y(s).
Proof. We will next show that if ALGOPRED returns a parametrized distribution £{, then for all 0 < € < %

and for all actions ay € T's(s), at least one of the three conditions of LimAvgPre is satisfied. This will show
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M_WUWYXX W W U X X X
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ww ww W W
(b) This illustrates a M -matrix, which has no a-
(a) This illustrates a M -matrix, which has an a-large large distribution. The cicled entry is the only entry
distribution, where a corresponds to the first row. changed as compared to Figure 5a.
u ww X vy 2 v ww X Y
u_ |l ™ w oy (w x |l W v wy x
ww U X X X ww U X X X
w w w w W W w w w w w W
(c) This illustrates a M -matrix, which has no a- (d) This illustrates a M -matrix, which has no a-large
large distribution. The cicled entry is the only entry distribution. The circled entries are the only entries
changed as compared to Figure 5a. changed as compared to Figure 5a.
Figure 5

that s € LimAvgPre(W, U, X,Y, Z). The algorithm accepts state s and returns a distribution at two places,
namely, (Accept 1) and (Accept 2). For the case of Accept 1: the algorithms returns a distribution that plays
some action a with probability 1; and for the case of Accept 2 it returns a distribution that plays some subset
of actions (at least 2) with positive probability. We analyze both the cases below.

1. Case
three

(a)

(b)

(©)

2. Case

Accept 1. In the first case for all actions as we have that M, o, € {U,Y, Z'}. We analyze the
sub-cases.

If M, 4, = U, then Succ(s, a, s2) N U # 0 (i.e., the next state is in U with positive probability)
and Succ(s, a, az) "W = () (i.e., the next state is in W with probability 0) and hence Equation 1
is satisfied.

If My 4, =Y, then (i) Succ(s, a, az) N (Y \ U) # () which implies that Succ(s, a,a2) VY # 0,
since (Y \ U) C Y and (ii) Succ(s,a,az) N (W UU U (W \ X)) = () which implies that
Succ(s, a,a2) N (X UU) = () because as X C W we have (W UU U(W \ X)) = X UU; and
hence Succ(s,a,az) € X. The first condition ensures that the next state is in Y with positive
probability and the second condition ensures the next state is in X with probability 1, and thus
Equation 2 is satisfied.

If M, o, = Z*, then (i) Succ(s, a,a2) N (Z\Y) # () which implies that Succ(s, a, az) N Z # ;
and (i) Succ(s,a,a2) N (W UU U (W \ X)U (Y \U)U (X \ Z)) = () which implies that
Succ(s,a,a2) N (ZUUUY) = (), because as Z C X C W we have (W UU U (W \ X)UY U
(X\Z)) = (ZUUUY), and hence Succ(s,a,az) C Z (i.e., next state in Z with probability 1);
and (iii) r(s, a, a2) = 1 (i.e., expected reward is 1). It follows that Equation 3 is satisfied.

Accept 2. In the second case, we consider the case when the algorithm returns a parameterized
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distribution &7, for 0 < € < %, in iteration 4. Let the action played with probability 1 — € - din be a.
Such an action clearly exists, by construction. For any as € I'z(s) such that M, 4, = U, then the next
state is in U with probability at least (1 — € - dpin) - dmin and the next state is in W with probability
at most € - dpyin and the ratio is at least 2 - €; thus the distribution £ and a9 satisfy Equation 1 for 2 - .
AsO <e< % is arbitrary the result follows for all ag such that M, ,, = U. We consider the set C' of
remaining actions in I'y(s), i.e., for all ay € C we have M, 4, # U.

Satisfying Equation 1 in A%. We have that M, ,, # W, for all as € T's(s), because otherwise the
guess of action a would have been rejected, in (Reject 1). We also have that LPre(s, W, U, B’, C),
for B C (I'1(s) \ {a}) must return an distribution &] over B’ and a set A’ C C, such that for all
ay € A', the action az and the distribution & satisfies Equation 1 (by Accept property a of LPre).
In the last iteration the set A} is the set returned by LPre(s, W, U, ((A"' n Bi"1)\ {a}),C), and
the distribution 5? satisfies Equation 1 for all actions in A% (again by Accept property a of LPre
since A is the returned subset of ). Since £ only plays a with high probability and only scales the
distribution £} it follows (similarly to Case 1 of Lemma 1) that & satisfies Equation 1 for all actions
in Aj.

Satisfying Equation 2 or Equation 3 in (C'\ A%). By definition of B} and A} (Step 4 (a) and Step 4 (b)
of the algorithm), and that A} C B! (from Accept 2 of the algorithm), it follows that the distribution
£ is such that for all as € (C'\ A%) and a1 € Supp(&5) U {a} = A} we have M,, o, # W. Also
for all ay € (C'\ A}) and all a; such that &§(a;) > 0, we have from Accept property b of LPre that
My, oy # W and M, 4, # U. Notice that therefore for all a; € Supp(&5) and as € (C\ A%) we have
My, o € {X,Y, Z° Z1}, which implies that Succ(s, £, a2)(X) = 1. Forall az € (C'\ A%) we have
that either (i) My 4, = Z L or (ii) &7 assigned positive probability to some aq such that M, 4, =Y,
because otherwise (C'\ A%) # B} and we would have rejected this choice of a (by Reject 4 of the
algorithm). Notice that M, 4, = Z' implies that Succ(s, a,a2)(Z) = 1 and that r(s, a, az) = 1, thus,
since the distribution the algorithm returned was a-large, we get that we reach Z in one step with
probability at least 1 — € - di, and get reward 1 with probability at least 1 — € - 6nin, hence Equation 3
is satisfied. If the second case holds (i.e., Mg, 4, = Y'), we have Succ(s, &5, a2) N (Y \U) # 0 (ie.,
Y is reached with positive probability in one step), thus implying that Equation 2 is satisfied.

Therefore the distribution &5 is a witness distribution to satisfy the required conditions for 0 < € < %
for LimAvgPre. It follows that s € LimAvgPre(W, U, X, Y, 7).

Patience.  The distribution returned by LPre over |I'i(s)|] — 1 actions has patience at most

—(IP1(s)1=2)
(“5%) ' . Hence it is clear from the algorithm that the distribution returned by the algorithm
—(IT1(s)[=1)
has patience at most (%) ' . O

Our next goal is to present a lemma that complements the previous lemma. In other words, we would
show that if ALGOPRED rejects an action a, then there would be no a-large distributions as witnesses for
LimAvgPre. The algorithm rejects an action a at four places, and we will show that all the rejections are
sound (i.e., if a is rejected, then there is no a-large witness distribution). We first show that the first rejection
is sound.

Soundness of Reject 1. We consider the case of Reject 1. In this case, there exists an action ag such that
M, q, = W. Given an a-large distribution &5, the one step probability to reach W (i.e., 8(s, £5, az)(W)) is
atleast x = (1 — € Oin) * Omin > €, since € < % and dpin < 1, and even if U is reached with the remaining
probability (i.e., even if §(s, &5, a2)(U) = 1 — x), it follows that Equation 1 is violated, for all 0 < e < %
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The remaining two expressions cannot be satisfied because X C W and since we leave W with positive
probability we as well leave X with positive probability. It follows that the rejection of action a is sound for
Reject 1.

Rejects in iteration. The other places the algorithm can reject action a, i.e., (Reject 2), (Reject 3), (Reject 4),
and (Reject 5), are part of the iterative procedure. To prove soundness of these rejects we will define a loop
invariant and prove the loop invariant inductively. We will also show that with the loop invariant we can
establish soundness of the rejects in the iterative procedure as well as the termination of the algorithm.

The loop invariant. The loop invariant is as follows:

e Any a-large witness distribution &< for LimAvgPre only plays actions in (A N B%)U{a} with positive
probabilities, for all i > 0, i.e., Supp(£$) C (AL N BY) U {a}.

We will also establish the monotonicity (strictly decreasing till a fixpoint is reached) property that (AN
Bi)U{a} C (A7 n Bi7Y) U {a}, forall i > 0; and equality implies termination in iteration i.

Inductive proof of loop invariant. We present the basic inductive argument for the loop invariant:

e The base case, i = 0. The base case, for i = 0 is trivial, since A = By = (T'y(s) \ {a}), thus
implying that (A% N BY) U {a} = T1(s).

e The induction case, ¢ > 0. By inductive hypothesis, any a-large witness distribution £§ only plays
actions in (A'~' N Bi™!) U {a} with positive probabilities, and we need to establish for i. We will
show that any a-large witness distribution can only play actions in A% U {a} = A{, (see the following
description of A% which uses the inductive hypothesis). We refer to this as required property 1 for
loop invariant. Similarly, we establish the same for B: (see the following description of B which
uses the inductive hypothesis). We refer to this as required property 2 for loop invariant. Hence any
witness a-large distribution can only play actions in (A% N BY) U {a}.

The above proof requires to establish the key properties of A} and Bi. Before establishing them we first
show the monotonicity property.

Monotoncity property. We will show that we have (A} N Bi) U {a} C (A7 n Bt U {a}, for all
1 > 0, and equality implies termination of the inner loop in iteration . Notice that this implies that for
any choice of a the inner loop rejects a or finds a distribution after at most |T'; (s)| iterations. We have
that Ai1 = Supp(&f) U {a} (by Step 4 (a) of ALGOPRED), where &f is a witness distribution returned by
LPre(s, W, U, ((Alf1 N Bifl) \ {a}), C). Since Supp(&5) C (A1 n B )\ {a}), if LPre accepts, we
have that A% C (AN B ') U{a}. Thus we get that (A} N B})U{a} C AYU{a} C (AT 'NBIYYu{al).
This establish monotonicity and now we show the termination. Assume that (4% N Bi) U {a} = (A}' N
Bi™') U {a}. Therefore we have that £ can only use actions in ((A™* N Bi™1) \ {a}), which is thus also
(AL N BY) \ {a}). But then either (i) a ¢ B} or (ii) Supp(¢$) U {a} = A} C (A% N BY) U {a}; which
implies that Aﬁ - B{. But in the first case we reject (in (Reject 5)) and in the second case we accept (in
(Accept 2)). This establishes the termination property.

The properties of the sets for loop invariant. We now present the associated properties of the sets A%, A%,
Bi, and Bj to complete the inductive proof of the loop invariant.

1. The property of the set A,. We first argue that A% has certain properties which will imply the key
properties for Ab.
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(a) Since LPre(s, W, U, (AT'nBi"1\ {a}),0) accepts, we have that Al is a subset of C. There
exists a witness parametrized distribution &5, over (AN B 1)\ {a}) such that for all a € A}
we have that £{ and a» satisfies Equation 1 (by Accept property a of LPre).

(b) Also forall ay € (C'\ A%) we have that My, o, # W for all a1 € Supp(&5) (Accept property b
of LPre).

(c) Notice also that for any action as € C, if a distribution over A’fl N Bi_l cannot satisfy ag using
Equation 1, then no distribution over (Ail_1 N Bi_l) U {a} can either, since M, 4, # U (from
the definition of the set C) and hence U cannot be reached as long as the distribution plays
a. For an distribution &] to be a witness distribution, all actions in I'y(s) must satisfy either
(i) Equation 1; or (ii) Equation 2; or (iii) Equation 3. But if an action ay must satisfy either
Equation 2 or Equation 3, we must have that ] ensures that X is reached with probability 0
(i.e., Succ(s, 51, az) € X). Hence, since X C W we also must have that W is reached with
probability 0.

By Accept property d of LPre we have that, since A% is returned by LPre, no a-large witness distribu-
tion &} can satisfy any action az in (C'\ A%) using Equation 1, while satisfying all actions in C' using
Equation 1, or Equation 2, or Equation 3. Also, for all as in (C'\ A%) and all a; € Supp(&$) we have
that My, 4, 7# U (by Accept property b of LPre). Furthermore, by definition of C for all ax € C' we
have that M, ,, # U. Therefore we have established the following key properties for Al

e Any a-large witness distribution £ must satisfy all actions az in (C'\ A3) using either Equation 2
or Equation 3.

e Forallay € (C'\ AY) and a; € Supp(£S) U {a} = AY we have that My, 4, # U .

. The property of the set A%. By accept property c of LPre and since we did not reject in Reject 1, the set
AY is the largest set, such that for all a; € A? there exists no ag in (C'\ A%) with M,, ,, = W. But this
means that any distribution that satisfies for all actions in (C'\ A%) either Equation 2 or Equation 3,
must play only actions in A%. But from our description of A% we obtain that all a-large witness
distributions must ensure that all actions in (C'\ A}) are satisfied using either Equation 2 or Equation 3.
Therefore we have established the following key property for A: All a-large witness distributions
must play only actions in A% with positive probability. This proves the required property 1 of the loop
invariant.

. The property of the set Bi. From the first key property of A% we have that any a-large witness
distribution must ensure that all actions in (C'\ A3) satisfy either Equation 2 or Equation 3. From the
second key property of A%, forall a; € A% and all ay € (C'\ A}), we have that My, o, # U. The key
property of A} implies that any a-large witness distribution must play only actions in A}.

Hence, for an a-large witness distribution &/, for all ag in (C'\ A%) we must have that either (i) M, 4, =
Z! (to satisfy Equation 3); or (ii) there is an action a; in Aﬁ such that My, 4, = Y (to satisfy
Equation 2 — it would also be satisfied if M,, 4, = U but we know that M,, ., # U by Accept
property b of LPre). But that is precisely the definition of B (Step 4 (c) of ALGOPRED). Therefore,
we have the following key property for Bi: Actions as in (C'\ (A% U B})) cannot be satisfied by
Equation 1 or Equation 2 or Equation 3 by any a-large witness distribution.

. The property of the set Bi. We know from the first key property of A% that all actions in (C'\ A3)
must satisfy Equation 2 or Equation 3. But to do so we must leave X with probability 0. But B! is the
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largest set of actions such that for all actions a; in B} and for all actions as in (C'\ A%), we have that
Mg, oy # W (Step 4 (b) of ALGOPRED). Hence we have that an a-large distribution that plays an
action in (I';(s) \ B?) with positive probability violates both Equation 2 and Equation 3 for some as
in (C'\ A%). Therefore, we have the following key property for Bi: All a-large witness distributions
only plays actions in B. This also proves the required property 2 of the loop invariant.

This establishes the inductive proof of the loop invariant.

Lemma 3. For a given U C Y C Z C X C W, if Algorithm ALGOPRED rejects state s, then
s & LimAvgPre(W,U, X,Y, Z). Also, algorithm ALGOPRED accepts or rejects a choice of action a as
a candidate for the existence of a-large witness distributions at most min(|I'1(s)|, |T'2(s)|) iterations of the
inner loop.

Proof. In the algorithm there are five places where a choice of a might get rejected. We have already argued
the soundness of Reject 1. We prove the soundness of the other rejects below.

1. (Reject 2). If LPre(s, W, U, (A" n BI 1)\ {a}), C) is rejected, then for all actions a; in ((A}~1 N
Bi™1)\ {a}), there exists an action ay in C' such that M,, ,, = W, by the reject property of LPre.
But then consider any distribution & over ((A™' N Bi™) \ {a}), some action a; is played with
probability at least % Hence the action ag such that My, 4, = W, cannot be satisfied using neither
(i) Equation 1; nor (ii) Equation 2; nor (iii) Equation 3. The latter two because W is entered with
positive probability in one step and hence X is left with positive probability in one step. The first is
because we reach W with probability at least x = 5“# and even if we reach U with probability 1 — z,
we still do not satisfy Equation 1. Now consider some distribution &, over (A°™' N Bi™') U {a}.
Either it plays a with probability 1 or not. If it does, then it cannot be a witness distribution, since
it otherwise would have been accepted in Accept 1. If it does not then the argument is similar to
the previous argument (in the case of Equation 1, the argument also uses that M, ,, # U from the
definition of C). Hence no witness distribution exists that only uses actions in (A:~* N Bi™') U {a}.
Thus Reject 2 is a sound reject, by the loop invariant.

2. (Reject 3). If a is not accepted by Accept 1, then a could not be played with probability 1. For
Reject 3, the condition ((A% N Bi) \ {a}) = 0 is satisfied. Thus no a-large witness distribution can
play anything but a by the loop invariant. Therefore no a-large witness distribution can exist in this
case. Thus, Reject 3 is a sound reject.

3. (Reject 4). Consider an a-large witness distribution £¢. The key property of B% implies that any action
az € (C'\ (AL U BY)) cannot be satisfied using either of the equations. But since B C (C'\ A4%) we
must have that Bi = (C'\ A%) for any a-large witness distribution to exists. Therefore we can reject
the choice of a if (C'\ A%) # B%. Hence Reject 4 is a sound reject.

4. (Reject 5). From the key property of the set B!, we have that if a ¢ B, then no a-large witness
distribution can play a with positive probability, which implies that no a-large witness distribution
can exist. Hence Reject 5 is also a sound reject.

Termination. We have already established (in “monotonicity and termination for loop invariant™) that
(A N BY) U {a} C (A7 n By U {a}, for all i > 0 and equality implies termination of the inner
loop in iteration ¢. Notice that this implies that for any choice of a the inner loop rejects a or finds a
distribution after at most |T';(s)| iterations. We will now show that A% C A’;l, for all ¢ > 0 and equality
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implies termination in iteration ¢. Notice that this implies that for any choice of a the inner loop rejects a
or finds a distribution after at most |T'y(s)| iterations. We have that A5 C A5™!, because £7° could also
be returned in iteration « — 1 and LPre maximizes the number of a;’s for which «ﬁ i(al) > 0 (Accept
property c). Assume that Ay = A%~!. Then (C'\ A}) = (C \ AS') and thus B} = B}~'. We also have
that A} C (AT'n B YU {a}, thus implying that A} C C (A7 N Bi) U {a}. Therefore AZ C Bt since if
BZ does not contain a, nelther does BZ ! and thus we would have rejected the choice of a in iteration 7 — 1,
because of (Reject 5). The desired result follows. ]

Lemma 4. Given U CY C Z C X C W and a state s, ALGOPRED terminates in time O(|T'1(s)|? -
ITo(s)|? + ZaleFl( ) azela(s) SUPP(s, a1, az)|). Alternatively, if M is given as input, the running time is

O(IT1(5)[? - [Ta(s) ).

Proof. The calculation of M can be done in time >, o1 (5) apers(s) [SUPP(S, a1, az)|. As mentioned in
the definition of M, we could alternatively use M as input to LPre since it encodes all information needed.
There are |I';(s)]| different choices for which action a to play with high probability. Given a, there are at
most min(|T'1(s)[, |[T'2(s)|) iterations of the inner loop, see Lemma 3. Each iteration of the inner loop can
be done in O(|I'1(s)] - |I'2(s)|) time, and is dominated by the running time of LPre, which runs in time
O(T'1(s)| - [T'2(s)]) on M, see [13]. Hence, if M is given as input we get a running time of O(|T'1(s)] -
min(|Ty(s)], [T2(s)|) - [T1(s)| - [T2(s)|), which is less than O(|T1(s)|? - [T2(s)[?). O

Combining Lemma 2, Lemma 3 and Lemma 4 we get the following lemma.

Lemma 5. The algorithm ALGOPRED, for a given state s and sets U C Y C Z C X C
W, correctly computes if s € LimAvgPre(W,U,X,Y,Z) and runs in time O(|T'1(s)* - |T2(s)|? +
Zalefl(s),agerg(s) |Supp($, 0’17 0/2)‘).

3.2 TIterative algorithm for value 1 set computation

In this section we will present the nested iterative algorithm for the value 1 set computation. The nested
iterative algorithm is succinctly represented as the following nested fixpoint formula (u-calculus formula)
that uses the LimAvgPre one-step predecessor operator. Let

W* = vW.uUvX.uYvZ LimAvgPre(W, U, X, Y, Z) .

We will show that W* = val;(LimInfAvg, ©{) (also see the appendix, Section 6, for an algorith-
mic description of computation of the p-calculus formula). First in the next subsection we show that
W* C val;(LimInfAvg, ¥7) C val;(LimInfAvg, ©I); and in the following subsection will establish the
other inclusion.

3.2.1 Firstinclusion: W* C val; (LimInfAvg, Els)

Let ©; denote the random variable for the reward at the ¢-th step of the game. We will show that for all states
sin W* for all € > 0, there exists a stationary (hence finite-memory) strategy of for player 1 such that for
all positional strategies o9 for player 2 we have that

t 01,021
lim Zi:o Es (6] >1—€.
t—00 t
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This will show that W* C val;(LimInfAvg, ¥) C val;(LimInfAvg, ¥f). Notice that the statement is
trivially satisfied if W* = (), and hence we will assume that this is not so.

Computation of W*. We first analyze the computation of W*. Since W* is a fixpoint, we can replace W
by W* and get rid of the outer most v operator, and the rest of the p-calculus formula also computes W*.
In other words, we have

W* = uUvX.pYvZ LimAvgPre(W* U, X,Y, Z) ,

Thus the computation of W™* is achieved as follows: Up is the empty set; and U; =
vX.uYvZ LimAvgPre(W* U;—1, X,Y, Z), fori > 1. Let £ be the least index such that U, = W*. For any
i > 0, we also have that Y o is the empty set and that Y; ; = vZ.LimAvgPre(W*,U;_1,U;,Y; j—1, Z), for
j > 1. For a state s € WW*, let the rank of state s (denoted rk(s) = (i, 7)) be the tuple of (4, 7) such that i is
the least index with s € U; (i.e., s € U; \ Uj—1); and j is the least index with s € Y ; (i.e., s € Y; ; \ Y; j_1).
For 1 <1 < {,let rk(i) = j be the least index when the fix point converges for Uj, i.e., the least j such that
Yi; = Yij+1. By definition of W*, for all states s € W*, if rk(s) = (¢, j), then we must have that for all
€ > 0 there is a distribution £{ over I'; (s) such that for all actions ay € I'y(s) for player 2 we have that

(6 ’ 6(87557 a?)(Ui—l) > 6(55557 a2)(W*)) (4)
\ (5(87§i7a2)(Ui) =1A 5(57§iva2)(}/i,j—1) > 0) (5)
V (8(s, &5, a2)(Us) = 1 AExpRew(s, £§,a2) > 1 — e A (s,&f,a2)(Yij) > 1—€) ; (6)

where W* = § \ W* is the complement of W*. We refer to the above as Equation 4, Equation 5, and
Equation 6, respectively.

The construction of stationary witness strategy of. Fix 0 < € < % The desired witness stationary

strategy of will be constructed from a finite sequence of stationary strategies,

6,1,0 61,1 e,1,rk(1) €20 €,2,rk(2) €,4,0 €,0,rk(£)
oy 00,0y Lo 0y seey O, 0 .

The strategies will be constructed inductively. First we will construct it for states in Uy and (U \ Uy—1), and
then we will present the inductive construction for (U; \ U;—1), for2 <i < /¢ —1.

6’7

6[0)'

o (Base case). We will first describe the construction of the strategy o, (resp. o

1. The stationary strategy 01’ -0 (resp. 01’ ’ ) is arbitrary except for states in (Y7 n(1y \ Y1 rk(1)-1)
(resp. (Yoree) \ Yo rk(e)—1))-

2. For states s in (Y} (1) \Y1 rk(1)—1) (esp. (Yo r(r) \ Yo rk(r)—1)) the strategy plays the distribution
&l overI'y (s), forn = &

3. We next describe the construction of the strategy ai’l’j (resp. ai’f’j ), for j > 1, using induction
in j.
(a) The strategy oy L (resp oy 67y plays as oy &Li=1 (resp. ai’g’j -
(Y= \ Y k()= (j+1)) (TESP (Yorko)—j \ Yerko)—(j+1)))-

(b) For states 5 in (Y1 k(D=5 \ Y1rk(1 (j+1)) (reSP- (Yerk(e)—5 \ York(o)—(j+1))) the strategy
(2m)’
plays the distribution 51 over I';(s), forn = (%) "

1) except for states in
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o (Inductive case). We will next construct the strategy for the remaining states, in two steps, first for
€,1,0

oy and then for ai’i’j ,for2 <¢ </ —1andj > 1. We will do so using induction backwards in i.
That is the base case is ¢ = £ and we then proceed downward.

1. The strategy ai’i’o plays as the strategy al’Hl’rk(iH), forn = <E"ifmi“> (2m)rk(l), except for states
in (Y;,rk(i) \ Yi,rk(i)—l)-

2. For states s in Y; y(s) \ Vi r(i)—1 the strategy plays &Y over T'y (s), for n = §.

3. We now finally construct ai’i’j ,for 2 < ¢ < ¢ — 1, using induction in j.

(a) The strategy ai’i’j plays as ai’i’j_l except for states in (Y] ry(s)—; \ Yi,rk(i),(jﬂ)).

(b) For states s in (Y i)~ \ Yi@)—(j+1)) the strategy plays & over T'y(s), for n =
(2m)?
(5'6n1in>
i .
€,1,rk(7

o (The entire strategy). Let ai’i =0, ) for all 4. Let of play as Jf Lin U; and o 2 for § = 5, in
the remaining states.

4 _(em?t
Lemma 6. The patience of 07" (s) for states s of rank (i, rk(i) — j) is at most (“i%) ’

. —(m—1)
Proof. By construction, the patience 7" (s) of states s of rank (7, rk(z)) is (G{Tmiﬁ (by Lemma 2).

Also for j > 1, the patience Ui’i(s) of states s of rank (i, rk(i) — 7) is at most

(2m)J —(m—1)
<E{%) ‘ 5min _ [ € 5m1n —@m)7-(m=1) (Smin —(m=1)

2 o 4 5
e G\ ) N s
= 1 5 ;
_ (& 6min ~(2m)7m € 5min (2m)? 5min -m 6min
< € 5min —(2m)j-m € (5min
> 4 1

€ - 6min ((2méj+1 1)

- ( . > |

2

(2m)J —-m j (2m)J —-m
where the inequality is as follows: (E"iTmi“> . <5min> = (%)(2’")] : <5min) : <5min> <<
since (2m)? > m > 1 and € < 1. The desired result follows. O

Lemma 7. Let 0 < € < % be given. The patience of the witness stationary strategy oS is less than

E'(smin _(Qm)n
4 .
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Proof. We first present the bound for U; (also Us) and then for other states.
The patience of ai’l for states in U; (also similar for Us). For each state s in Uy, the corresponding

rk(1
_(em Wy,

distribution ai’l (s) has patience at most (E"ST‘“‘“ , since no states are in Y7 o. Similarly for s in
U, and the corresponding distribution ai’l (s).

The 7 for which the strategy ai’Q follows o7 -; Inductive statement. We will argue using induction that
for each state S € (W* \ U;_1), for i > 3, we have that the strategy 01’ follows the strategy o}, for

> (e.amm>22-é b 2m) )
nz
4

Qm)rk<2)
Base case. For each state s € (S \ Us), the strategy 01’ follows the strategy 01’ forn > (%) ,

by construction, which is the wanted expression.

Induction case i + 1 For i > 4, for each state s € (S \ U;_1), the strategy ai’2 follows the strategy a?’i,

S I, @my*D , .
forn > (%) , by induction. In each state s € (S \ U;), the strategy o follows the
(Qm)rk(i) .
strategy oy 7 for ' > (ﬁ) , by construction. Thus, the strategy o> follows o} "™ for

) ) (Qm)rk(i)
77/ > (77 6min>
4

(Qm)rk(i)

i—1 ppi— k(K
€8s Zk:IQ klek(Qm) k()
( Zm) * Omin
>
- 4
) ) 2m) k(%)
2 min
4

€ - Omin ko [y (2m)™ )
:( . )

The first inequality comes from our preceding explanation. The second inequality uses the inductive hy-
pothesis. The third uses that “"“ > € m‘“ . The last equality is the inductive hypothesis for ¢ 4+ 1 and follows
from

i—1 i—1 i
(2m)rk(i) + (2m>rk(z) . Z H (2 )rk(k”) 2m rk(i ‘|‘ Z H 2m rk(k")
k=2 k'=k k=2Fk'=
_ Z H 2m rk(k")
k=2 k'=

Patience of Ui’z(s) for states in U;, for ¢« > 3. We see that for ¢ > 3 and for each s in U; we have that
) , ' Qm)rk(i)fl
o (s) follows & for /' > (%) (since Y; o is empty), by construction. Hence, we get that
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o I, (2m) (k)
oy 2( ) = 51 forn’ > ( mm) o , using a similar argument as the one used in the inductive

case. Since rk(i) > 1 and m > 1, we see that each term in the sum Y% _, [Te/_,. (2m)™ ") is at least twice
as large as the following. Thus, we have that

Z H (2m)™*) < 2. H 2m)™ *) = 2. (2m) Xk *) < 9. (2m)"L < (2m)"

k=2 k'=
The first inequality is because U; must contain at least 1 state. The second comes from m > 1. Hence,

Qm)n 1
n > (%) . Using an argument similar to the one used to prove Lemma 6, we get that the patience

,((27721)” —1)
for 51 is then at most ($)

Patience of o]. We now need to consider the strategy of. It follows o} 1 in U; and ol 2 elsewhere, for

B = 5, We see that
B “Omin \ - € * Omin = g
(=) ()

8
6'5min —(@m)®
(=)

The inequality is because 4> = 16 > 8 (and the last expression more than squares the preceding). This
completes the proof. O

(@m)"
=—

Basic overview of the proof. We first present the basic overview of the proof. Let o be a stationary strategy
that follows distribution 5717 over I';(s) in state s € W* for some 77 > 0 and let o2 be a positional counter-
strategy for player 2. For state s in W*, 1(s) and o2(s) satisfies at least one of Equation 4, Equation 5, or
Equation 6 in s. Let C7"?* C W* (resp. C3"7> C W* and C5"7% C W*) be the set of states in TW* that
satisfies Equation 4 (resp. Equation 5 and Equation 6). We will prove that o] ensures value at least 1 — € for
each states s in W*. We will split the proof into four parts, first we will show some properties for states in
U1, then for states in Uy \ Uy_1, and finally for states in U; \ U;_1 for 2 < i < ¢ — 1. In the fourth part, we
will then combine the three properties to establish the desired result. The three properties are as follows

e (Property 1). For all states s in U; we will show that ai’l ensures Safe(U;) with probability 1 and
€,1

t 71 921g.

mean-payoff at least 1 — ¢ (i.e., for all positional strategies oo we have lim;_, M

1—e).

>

e (Property 2). For all states s in (U, \ Uy_1) we will show that O'i’é ensures that against all positional
strategies oo we have that

1. given the event Safe(Uy \ Uy_1), the mean-payoff is at least 1 — ¢;
el —x

2. Prg' "7*(Safe(U; \ Us—1) U Reach(U;_; UW ")) = 1; and
el

3. Pry' **(Safe(Uy \ Us—1) UReach(Up_1)) > 1 —e.
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e (Property 3). For all states s in (Uy \ Uy_(;11)), for 1 <4 < £ — 2, we will show that ai’i ensures that
against all positional strategies oo we have that

1. given the event | J;; coBuchi(Up—; \ Up_(; 1)), the mean-payoff is at least 1 — ¢;
€,l—i - . J—

2. Prgt Q(Ujgi coBuchi(Up—; \ Uy_(j41)) UReach(Up_(;41) UW ")) = 1; and
e l—1

3. Prgt 7% (Uj<; coBuchi(Up—; \ Uy (j11)) UReach(Up_(341))) > 1 —e.

In Lemma 8, Lemma 9, and Lemma 12 we establish Properties 1, 2, and 3, respectively. We first present the
basic intuition of the proof of Lemma 8.

The basic intuition of Lemma 8. The key idea of the proof is as follows. Once we fix the strategies for both
the players we have a Markov chain. Let C5 and C5 denote the set of states in U that satisfy Equation 5 and
Equation 6, respectively. Since Uy is empty, no state in U; can satisfy Equation 4. For states s in C'y of rank
(1, 7), the fact that Equation 5 is satisfied ensures that a state of rank (1, j'), for 7/ < j, is visited from s
with positive probability. Let pat(j) denote the patience of the strategy o7’ <! for states of rank (1, rk(1) — j).
We now consider the following case analysis.

1. First we consider the set of states in (Y} (1) \ Y1 rk(1)—1) and show that if we stay in the set (Y7 (1) \
Y1 rk(1)—1)» then the mean-payoff is at 1east 1 —€ The argument is as follows: By Markov property 5,
we must reach a recurrent class with probability 1. A recurrent class contained in (Y7, k(1 \Yl k(1) — 1)
must consist of only states in C'5 (since from states in Cy we reach lower rank states w1th positive
probability), and since Equation 6 is satisfied for states in C'3 it follows that the mean-payoff value is
atleast 1 — e. Hence, if we have a recurrent class of the Markov chain contained in (U3 \ Y; rk(1)— 1) =
(Y3, rk(1 \ Y1 k(1) 1), then the mean-payoff of the recurrent class is at least 1 — e. This completes the
argurnent Also if the set (Y7 ri(1) \ Y1,rk(1)—1) is left, then we can bound the number of visits to states
in Cs (and in the worst case each such visit gives reward 0) in expectation encountered before leaving
the set (Y7 rk(1) \ Y1 rk(1)—1)- This bound on the number of visits in expectation to Co (which we say
has not been accounted for by visits to C3) is £(0) = (6min) ! - pat(0). There is an illustration of this
base case in Figure 6.

2. Now we consider that we are at some intermediate part of the computation, i.e., in some state in
(Y1,rk(1)=j \ Y1,rk(1)=(j+1))> for j > 1. Inductively we have an upper bound £ (j) on the number of
times that states in Cg were visited (in the worst case each such visit gives reward 0) in expectation that
has not been accounted for by visits to states in Cs till we reach the set (Y7, k(1 _\Yq, rk(1)— (j+1 )) from
any state in Y7 y(1)—j41. The one-step probability distribution ¢l is chosen such that 77 k(j) < e
In other words, 7 decreases rapidly as 7 increases, and the small 7 ensures that if the play stays
in (U1 \ Y1, k(1)—(j+1))> then the mean-payoff is at least 1 — ¢, i.e., if we have a recurrent class L
contained in (U1 \ Y1 rk(1)—(j+1)) and (L NY7 y1y—;) is non-empty, then all states in (L N Y] 1y(1)—;)
belong to C's, and the mean-payoff of the recurrent class is at least 1 — e. Moreover, we can also upper
bound the number of visits to states in C'y in expectation that has not been accounted for by visits
to states in C3 before reaching the set Y7 (1) (;j+1) if we leave (U1 \ Y1 n1)—(j41)) by 6(j +1) =
(k(3) +1) - (6min) " - pat(j), and then proceed inductively. There is an illustration of this inductive
case in Figure 7.

Lemma 8. (Property 1). Let 0 < € < % The strategy O'i’l ensures that for all s € Uy and all positional

€, 1

L ESt 72O
t

€, 1
strategies o for player 2 we have Prs' *"*(Safe(Uy)) = 1 and limy_, o, =2=2 >1—-e
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Figure 6: Pictorial illustration of the intuitive explanation of the base case of Lemma 8.
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Figure 7: Pictorial illustration of the intuitive explanation of the inductive case of Lemma 8.

25




€,1
Proof. Given ai’l, let o2 be an arbitrary positional counter-strategy for player 2. Let C’f LAy 1 =G
i.e., given O'i’l and o9, we have that C, Cy, C5 are the set of states of U; that satisfy Equation 4, Equation 5,
Equation 6, respectively. Notice that since Uy is the empty set we have that C is also empty. Therefore we
cannot leave U if player 1 follows O'i’l (because both Equation 5 and Equation 6 require that we stay in
U1). This ensures that Safe(U ) is satisfied with probability 1. We now focus on the mean-payoff.

Basic notations. Let us consider the Markov chain obtained given af’l and o9. For a state s € Uy, let the
rank of s be rk(s) = (1, ), and then we denote j by rka(s) (the second component of the rank). Given a
play P in the Markov chain, and a number ¢ € N, let 7( P, t) be the expected number of times we get reward
0 in the first ¢ steps of P. This implies that 7(P,0) = 0. For each state s € Uy, let P/ be (a prefix of)
a play in the Markov chain, which ends if a state in Y7 ; is reached after the starting point s (i.e., the play
does not end at s if s € Y7 ;), and if Y7 ; is not reached, then the walk does not end. We will also use the

_(gm)j-H
following notations: for 0 < j < rk(1) — 1, let us denote by x(j + 1) = 5 - (“ﬂf‘ni“) ; and let
_(emy
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, the patience of ai’l for states in U of rank (1,rk(1) — j) (by Lemma 6).

pat(j) = (<)
Using recurrent class property. First, observe that since Y7 o is the empty set, the set Y7 o can never be
reached, and hence P? represents the entire play from the start state s, for s € U;. By Markov property 5
in the Markov chain, the recurrent classes are reached in a finite number of steps with probability 1, and
given a recurrent class L is reached, every state in L is reached with probability 1 in a finite number of steps.
Given a recurrent class L in Uj, and consider a state s* in L that has the maximum rank among states in
L (i.e., rka(s*) = maxg ¢y rka(s')). Then all states visited after s* has rank at most the rank of s*. Hence
every play PO with probability 1, after finitely many steps reaches a state s* such that all states s’ visited
after s* satisfy that rka(s’) > rka(s*). Since the mean-payoff is invariant under finite prefixes, we only need

to obtain bounds for the mean-payoff of Psrf S (and this play has infinite length by definition as no state
with smaller rank is reached in the Markov chain after s*).

Inductive proof statement. We will show, inductively, that for all 0 < j < rk(1), all ¢ > 1, and all states
s € Uy, if rka(s) = rk(1) — j, then

. —(2m)It+1
~( prka(s)—1 <. ﬁ(] + 1) 4. € (€ Omin
r(P; ) <t e—i—iz t e+4 1

This will imply the desired result, since then the mean-payoff of P;EQ(S*)_l is at least 1 — e: the play

Psrf 271 hag infinite length and therefore the expected number of reward 1’s must be ¢ — ?(P;If 2(e7) =1 t)

in the first ¢ steps for all ¢, because all rewards are either O or 1, and hence the mean-payoff of Psrf 2591 i
_~ rko (™) —1

inf;_ o0 M >1—e.

ka(s)—1

Splitting the play. Consider a play Ps k2~ for s € U 1. We will split up the play P into a (possible

infinite) sequence of rank preserving plays (Psrzk 2(8¢))i20’ such that sy = s, and for i > 0, the play Psrf 2(s1)
ends in state s;+1 (which is formally a random variable and must be such that rko(s;) = rka(s;1+1) by

definition of Psr:( 2(%) and since if a state of lower rank than rka(s) is reached, then the play Pser(S)f1 ends).

In other words, the next play begins where the previous play ends, and all the starting points of the play

has the same rank. Similarly, we will split up plays Pl for0<j < rka(s), into a finite sequence of rank

decreasing plays (P;F(si)_l)izo, such that sy = s, and for ¢ > 0, the play P;I.(2(si)_1 ends in state s;11

7

(which must be such that rka(s;) > rka(s;+1) > 7). Note that since the play sequence is decreasing, the
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 Yirk(so)=1 Y7 rk(so0)

Y, =U;

Steps

T 17T

(s0)—

Figure 8: Pictorial illustration of a play P;§ ! split into a finite sequence (Psrlk (s2) ) 0 of rank preserv-
(2

ing plays. Straight line segments indicate that all states are shown on them, while non-straight segements
indicate that there might be states which are not shown.

sequence of plays is finite and the length of the sequence is at most rke(s) — j. Pictorial illustrations of rank
preserving (both when the sequence is finite and infinite) and rank decreasing plays are given in Figure 8,
Figure 9, and Figure 10, respectively.

(Base case). We first consider the base case, where j = 0, i.e., we consider s such that rka(s) = rk(1).
Consider the rank preserving split up of the play P %2(5)~1 into the sequence of plays (P;f 2(Si))i20, men-
tioned above. As already mentioned, safety in Uy = Y7 (1) is guaranteed, and hence each play Psrf 2(50) hag

length 1. We will consider ?(Psr/k 2(8l), t), for all s’ such that rk(s") = rk(s). We will now split the proof into
the following two cases: (1) s’ € Cy; and (2) s’ € Cs; (as already argued at the start of the proof of this
lemma, the set C'y is empty).

1. In each state s" in (C2 N (Y] k(1) \ Yi,k(1)—1)) We reach a state s” of rank rka(s”) = rka(s) — 1in

. . €Omin m—1 4 -5iin m. Oy —(m—1) )
the next step with probability at least (T) Omin = % - (—4 ) (since <74 > is
an upper bound on the patience of states of rank (1,rk(1)) in ai’l by Lemma 6), otherwise we reach

—m
a state of rank rk(s). Hence the expected number of visits to states in Cy is at most § - (E'{Tm“)
before we reach Y7 ;i (1)—1. In the worst case we get a reward of 0 in each such step.

2. In each step we are in state s’ in (C3 N (Y] rk(1) \ Y1, rk(1)—1)) We get reward 1 with probability at least
1 — € (by Equation 6).

For the play P;kQ(S)_l = (P;f Q(Si))izo, the expected number of indices 4 such that s; € C9 is at most

m —m
T (“i%“‘) (by the first item above). The remaining (in the worst case, at least £ — § - (”%fmi“) in
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o Ylrk(so)=1 Y1 rk(s0)

Yo=U;

Steps

I P17

)—1

Figure 9: Pictorial illustration of a play P;Ok (s split into an infinite sequence (Psri( (S")) 0 of rank pre-
(2

serving plays. Note that the last play could be infinite (which is not pictorially illustrated). Straight line
segments indicate that all states are shown on them, while non-straight segements indicate that there might
be states which are not shown.

Yik(si) Y, = U,

Steps

=i

1
ARy

Figure 10: Pictorial illustration of a play Pf{ J split into a (always finite) sequence (P;f(si%l) 0 of rank
(2

decreasing plays. Note that the last play could be infinite (which is not pictorially illustrated). Straight line
segments indicate that all states are shown on them, while non-straight segements indicate that there might
be states which are not shown.
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expectation) indices ¢’ are such that s;; € C3, for which the expected reward is at least 1 — e (by the second

item above). Thus we have
€ 5min - € € 6min 2 ’%<1)
<t. — . —t. N7
( 1 > <t-e+ 1 < 1 t-e+ ,

FPMO-L ) <t-e4 i-

as desired.

(Inductive case). We now consider the inductive case for j > 1, i. e we now consider s such that rko(s) =

o (5)- as (P 2(s:) )i>0 as explained before the

rk(1) — j. Consider the rank preserving split of the play Ps
base case. We will consider T(PrkZ(S ) ,t), for all s’ with rk(s’) = rk(s). As in the base case, we will split
the proof into the two cases: (1) s’ € Cy; and (2) s’ € C3; (and recall Cy is empty). Before we consider the
case analysis, we first present the use of the inductive hypothesis.

Use of inductive hypothesis. The inductive hypothesis will be used in the same way for both cases in the

case analysis. Let t € N be given. For all states s” € Uy such that rka(s") > rka(s) = rk(1) — j, we will

use the inductive hypothesis to upper bound r(Prk( )= ,t). Consider the rank decreasing split of Psr/lf(l)*j
S (Psr,k 2(50) 1),-20. There are most 7 such plays in the sequence, one for each rank strictly higher than
rk(1) — j. We only argue about the worst case, and in the worst case, s/ is such that rka(s;) = rk(1) —i. Let
t; be the random variable indicating the number of steps among the first ¢ steps such that P;}f(l)_] is exactly
Psr,k 25071 We see that r(Prk It) = ZJ 1 (P! rkz )1 ,t;). By the inductive hypothesis we have that
F(P:(S;) )<t e+ @ foreacht’ > 1. Thus, we get that
= k(1 —|— 1)
R0 = S <Z< ) steesnti
1=
The first inequality is the inductive hypothesis, and we now argue that 337} “ Z;r D < k(4). We have
j—1 p Z+ 1 e Jzzl € Ounin —(2m)itl . 3 € buin —(2m)? )
‘ 1 2 1 —
=0 1=0

because each term of the sum is over 4 times as large as the preceding (because (2m)“*1 > 1 + (2m)?, for
m > 2 and 7 > 0 and the factor of 4) and thus, the last term is over 2 times larger than the sum of all the
other terms (we just use that it is larger). We now consider the case analysis.

e (States in C’g) In this case we consider ?(Per(s,) t), for s € Cs, such that rk(s’) = rk(s). We

know that 0!, has patience pat(j) for states s” € U; such that rky(s”) = rka(s) = rk(1) — j (from
Lemma 6). In expectation the play P71 is therefore in a state s” in Cs such that rk(s”) = rk(s)
at most pat(j) - (6min) "' times before reaching a state with lower rank (i.e., before the play ends). If
the play does not end, whenever we have been in C5, we reach some state s” in U (as safety to U is
guaranteed). Also, in the worst case we get a reward of 0 in the every step we are in a state of rank
rka(s) in Cy. There are two sub-cases. Either rko(s”) = rka(s) or rka(s”) > rka(s) (because if the

ka(s")

rank is lower the walk ends). In the first sub-case the play Psr, has length 1. In the other case, we

have already given an upper bound on r(Prk( )=y ,t'), for all ' > 1, using the inductive hypothesis.
We therefore have that

AP 4y <14 7P

Tt—1)<1+@t—1)-e+r(j)=t-e+(1—€) +r(j) <t-e+2-k(j)
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where we have just explained the first inequality. The second inequality is our use of the inductive

7(2m)]‘
hypothesis as previously explained. The last inequality uses that x(j) = 5 - (e'éfmi“) >8>1

2
7(2m)]‘

(since 42m)y? > 16 and hence (‘{f‘m“) > % fori,m >1)and1 —e < 1.

,t), for 8 € Cs, such that rk(s’) = rk(s). By
)(2m)j . 1

/
e (States in (). In this case we consider ?(Psr,k 2(s")

construction, the strategy ai’l plays the distribution & over I'1(s'), for n = (“STmin =5 w0
ka(s")

For the play Psr, , the next state s, after the start state s’ is in U; with probability 1; the reward
is 1 with probability at least 1 — 7, and as well s’ € Y1 rk(1)—; With probability at least 1 — 7 (since

Equation 6 is ensured). With the remaining probability of at most 7, the play Pg,k 2(s) goes to a state
s” in Uy. As before the worst case (for the proof) is that with the remaining probability of at most 7
the state s” is such that rky(s”) > rka(s), for which we have a upper bound by inductive hypothesis

on F(Psr,lf(l)_i, t'), for all ¢ > 1. Thus we have that

FPI) gy < TP

5 S//

W= Dy <ty (t—1)-e+r()))

€ €
:77+(t—1>'77'€+§§77+(t—1)'6+§§t'6.

The first inequality is by the preceding explanation. The second inequality uses the inductive hypoth-
esis as previously described. In the first equality, we use that by definition we have 7 - (j) = §. In
the third inequality we use that - € < e since n < 1 and ¢ > 1; and the final inequality uses that since
n < fwehaven+ § <eandn-e <e fore <1;fori,m > 1 which ensures n < 7.

We now combine the above case analysis to establish the inductive proof. We will now consider

?(Pser(S)*l,t) and our rank preserving split (Psrf"’(si))po of PI*)=1 Forall i > 0, let ¢; be the ran-

dom variable indicating the number of steps P;IQ(S)_I is exactly P;Zk 2(s1) among the first ¢ steps of PS:k 2(s),

We see that ?(P£k2(s)_1, t) = Ef 0 ?(P;:‘ 2(Si), t;) (the random variable k indicates the highest index such
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that ¢, > 1, implying that ¢; > 1 for 0 < ¢ < k). Hence, we have that

k
?(Psrkg(s)flj t) _ Z ,r_ Prk2 8i)

=0
=Y REESL YRR
5;,€C2, 1<k s5,€C3, i<k
< Y Get2-8GN+F Y (ti-e)
5;,€C2, 1<k s5;,€C3, 1<k

k
Swor T

=0 $;,€C2, i<k

< t-e+pat(y) - (Omin) ' -2 K())

et L,
:t-6+(5m1n)_1.6' (6'6min ( 2 +(2m)’)
c. ((2m)i+1-1)
St‘€+ mln ( 4m1n>
2m3+1
<t- E—f-* ( )
k(j+1)
=t- _— .
€+ 5

The first equality follows from our preceding explanation. The first inequality uses our bound on
fF(PSr:( Q(Si), t;) from the respective items above, depending on whether s; € Cy or s; € C3. The second
inequality uses that there are at most pat(5) - (dmin) ~! indices 4 such that s; € Co, from the first item above,
and that ¢t = Zf o ti- The third inequality uses that (2m)l < % form > 2 and 5 > 1. The last

follows from < m‘“ < m‘“ and gives the expression we required to estabhsh our inductive claim for j.
This completes the 1nduct1ve proof and gives us the desired result. O

The combinatorial property established in Lemma 8. The proof of Lemma 8 shows that the strategy
ai’l against all positional counter-strategies of the opponent ensures that in the resulting Markov chain all
recurrent classes that intersect with U; are contained in Uy, all states in U; have successors only in Uy; (i.e.,
the recurrent classes in U; are reached with probability 1 from all states in U;); and in every recurrent class
in U; the mean-payoff value is at least 1 — e.

Lemma 9. (Property 2). Let 0 < € < % The strategy ai’e ensures that against all positional strategies o
for all states s € (Ug \ Uy—1) we have that

1. given the event Safe(U; \ Uy_1), the mean-payoff is at least 1 — ¢;
¥4 —x
2. Prst "7*(Safe(Uy \ Up_1) UReach(U,_y UW™)) = 1; and

el
3. Prg' "7*(Safe(U, \ Up—1) UReach(Uy_1)) > 1 — e
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Proof. Given oi’g, let o5 be an arbitrary positional counter-strategy for player 2. We see that ai’ﬁ is stationary

€l
and follows the distribution £” over I'y (s) for some 0 < n < einstate s € (W*\ Up_1). Let Cfl, =,
i.e., given ai’é and o9, we have that C'1, Co, C3 are the set of states of (U \ Uy—1) that satisfy Equation 4,
Equation 5, Equation 6, respectively. Let Rg be the set of states in (Uy\Uy—1 ), from which (C1N(U\Uy—1))
is not reachable in the Markov chain (i.e., in the graph of the Markov chain given ai’é and o9, the set Rg is
the set of states in (U \ Up_1) from which no state in (C; N (Uy \ Up_1)) is reachable). Equivalently, Rg
is the set from which (U;_1 U W*) cannot be reached (the definitions are equivalent, because, from each
state s in (U \ Up—1) = (S \ (U1 UW ")), the set (Uy_, UTW ") can be reached in one-step iff s € C1).
Consider now the segment of the play from state s in (Uy \ U,—1) till the play leaves (U \ Uy—1).

1. First we consider the case when s € Rg. This corresponds to the proof of correctness for states in
U; (note that in the correctness proof of U; the set Cy was empty; and if C1 is not reached, then the
proof is identical to Lemma 8, by construction of the strategy). Hence we have that Safe(U, \ Uy_1)
is ensured with probability 1 (because (Uy \ U;—1) can only be left from states in C; N (Ug \ Uyp—1))

. ¢ gl o2
and limy_, o, <=0
the lemma.

(6] > 1 — e (as in Lemma 8). This establishes all the required conditions of

2. By Markov property 2, we have that Reach(U,_1 UWw u Rg) happens with probability 1 (since Ryg is
the set from which (Uy_; UW ") cannot be reached). Note that since (S\ (U1 UW ")) = (U \Up_1),
it follows that Reach(Uy_1 UW*URS) with probability 1 implies Reach(Uy_1 UW*)USafe(Ug\Ug,l)
is also ensured with probability 1, since (U \ Uy—_1) cannot be left once Rg is reached. This also
shows that every recurrent class contained in (Uy \ Uy—1) must be contained in Rg (and by the first
item has mean-payoff value at least 1 — €). This shows that given the event Safe(U, \ Uy_1), the
mean-payoff is at least 1 — e. From every state in (U \ Uy_1), in the Markov chain, we have that
5(s)(Up—1) - € > 0(s)(W") (from states which are not in C;, both probabilities are 0 and C; by
Equation 4). Hence, Markov property 7 implies that event Reach(Uy—1 URg) happens with probability

— €l
1—e (since Rg is the set from which (U,_; UW ") cannot be reached), i.e., we have Prgt 72 (Safe(Up\
Up—1) UReach(Uy_1)) > 1 —e.

The desired result follows. O

Remark 10. Lemma 9 proves the desired result only for states in (U; \ Uy—1) and can be considered as the
base case of Lemma 12 which proves a similar result for states in (Uy_; \ Ug_(iﬂ)), for1 <i<{—2. The
case for states (U1 \ Uy) = Uy is handled by Lemma 8. Note that Safe(Uy \ Uy—1) C coBuchi(U; \ Up—1)
and since mean-payoff objectives are independent of finite prefixes, it also follows from Lemma 9 that given
the event coBuchi(Uy \ Uy_1), we have that the mean-payoff is at least 1 — e.

Before presenting the proof for Property 3 we first present a lemma that we will use to prove the property.
Lemma 11. Given 0 < z < % and 0 < e,n < 1, consider the four-state Markov chain GZ’e’" shown in

z-(1-m)
n+(1+5)-a-(1-n)’

Figure 11. The probability to eventually reach si from so and ss3 is p 3 and

x
+(A+5)z(1-n
respectively.

Proof. Let yo and y3 denote the probability to reach s; from so and s3, respectively. Then we have

€
y2=x+(1—(1+§)-$)-y3; y3=(1-n) -y .
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(Ur—y1yYRs)  (Ui—i\ Ur—it1) URs))  (Ue\ (Ur—; U Ryg))

=

oS dipe "/

Figure 11: Pictorial illustration of the Markov chain G"“".

Hence we have .
y2=$+(1—(1+§)'9€)'(1—77)'y2 :

Solving for ys, and then inserting into y3 = (1 — 1) - y2, we obtain the desired result. O

Lemma 12. (Property 3). Let 0 < € < % and 1 < ¢ < ¢ — 2. The strategy Ui’gii ensures that against all
positional strategies o9 for all states s € (Uy \ Uy_(i4.1)) we have that

1. given the event Ujgz‘ coBuchi(Uy—_; \ Uy_(j41)), the mean-payoff'is at least 1 — ¢;

e l—1

2. Prgt 7 (U;<; coBuchi(Up—; \ Up—(j41)) U Reach(Up_(j11) U W) =1; and

e f—1
3. Prgt (U<, coBuchi(Up—j \ Up_(j+1)) UReach(Up_(;11))) > 1 — €

J<t

. e f—1
Proof. Given ai’e_’, let o2 be an arbitrary positional counter-strategy for player 2. Let C;* 7% = Cj, i.e.,

given ai’z_i and o2, we have that C1, Cz, Cs are the set of states of (Up \ Uy_(;41)) that satisfy Equation 4,
Equation 5, Equation 6, respectively. This proof is similar to the proof of Lemma 9. The proof will be by
induction in i, where ¢ = 0 is the base case. Hence, the base case is settled by Lemma 9. We see that
af’g_i is stationary and follows the distribution & over I'y (s) for some n > 0 in state s € (W* \ U, 1—(i41))-
We consider the Markov chain obtained by fixing the two strategies. In the worst case, states in W™ are
absorbing with reward 0; and since the target is to reach U,_(; ;1) we consider that the plays end if they
leave T' = (W* \ Uy_(i11)), i-€., we are interested in the segment of the play in (W™ \ Uy_(;;1)). The play
can only end from a state in C1 N7 because T' = |J;;(Ur—; \Uy_(j11)) and if a state s in (Up—; \Up_(j11))
satisfies either Equation 5 (in C) or Equation 6 (in C3), then the set (U,_; \ U, g,(jﬂ)) is not left from s in
one-step. Now consider a play P in the Markov chain. Let Rg be the subset of 7', from which C; N7 is not
reachable in the Markov chain. There are two cases

1. (P starts in s € Rg). Let (¢ —i',j') = rk(s). Note that ¢’ < i, by definition of Rg. Precisely,
like in the proof of Lemma 9, we have that Safe(Uy_y \ Uy_(ir11)) is ensured with probability 1,
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because the set (Up—ir \ Uy_(i741)) cannot be left from states in Co or C3. Hence, if i’ < 4, then

€ n,¢—i+1
1

we are done, by induction, since o
(Qm)rk(é—i)
n= (E"ifm‘“ and we have that ) < ¢, form > 2 and rk(¢£ — ) > 1. If / = 4, then, precisely

A= tollows o in such states, by construction of oi’z_l, for

like in the proof of Lemma 9, the set (Uy—; \ Uy_(;;1)) cannot be left in Cz or C3 and hence, using an
e, l—1
t EZ1

102 .
argument like Lemma 8, we have that lim;_,,, <=0 [©4] > 1 — ¢, because of the similarities

between the construction of the strategy ai’i and oi’l for states in (Up—; \ U ¢—(i+1)) and states in Uy,
respectively. Observe that this case is the same as the corresponding case in Lemma 9 and ensures all
the required items of the lemma.

. (P starts outside Rg: Item (1) of the lemma statement). First observe that we can only ensure
Safe(Uy,— j \ Ug_(j+1)), for some j < 4, from states in Rg, since from all other states C'; is reachable
and for every j, states in (C1 N (Ur—; \ Uy_(j41))), can reach Uy_(;41) in one-step with positive
probability, by Equation 4. Hence, if | J;; coBuchi(Ug—; \ Uy_(j1 1)) is ensured, then given the event
U;<; coBuchi(Up—; \ Up_(j41)) a recurrent class that is reached must be contained in Rg. Hence
given the event | J;, coBuchi(Up—; \ Uy_(j1 1)), the set Rg is reached in a finite number of steps with
probability 1. Since mean-payoffs are independent of finite-prefixes, the finite prefix to reach Rg does
not change the mean-payoff. Moreover, since if we start in Rg the mean-payoff is at least 1 — ¢, it
follows that given the event (J;; coBuchi(Up—; \ Uy_(j11)) we have that the mean-payoff is at least
1—e

. (P starts outside Rg: Item (2) of the lemma statement). For 0 < i’ < 7, let £ denote the following
event,
Ey = U coBuchi(Up—; \ Up—(;+1y) U Reach(Up_ (1) U ).
<

Let SP(s,¢ — i) = Prg?z_l 72 (&), for all 0 < 4" < i, denote the success probability of the event
Eir. We need to argue that SP(s, £ — i) = 1, for all states in (Up \ Uy—(;+1)). By induction we
have that SP(s,¢ — (i — 1)) = 1, from states in (U; \ Uy—;). Since ai’e_i has the same support
as Ui’g_(i_l) for all states in (Uy \ Uy—;), it follows that for each state s in (Uy \ Uy—;) we have
SP(s, ¢ — i) = 1. If the event J;<,_ ;1) coBuchi(Up—; \ Up—(j41)) U Reach(W") happens, then

€ 0—i
we are done. Thus, in the worst case we have that Pr! ”?(Reach(U,_;)) = 1 from state s in
(Ug\Uy—;) (clearly, from such states U, _; is reachable in the Markov chain since they are reached with
probability 1). We only need to argue about the worst case. Let R be the subset of (Uy—; \ U 1—(i+1))s
from which (C1 N (Up—; \ Uy—(i41))) cannot be reached in the Markov chain. Hence, for each state
sin (Up—i \ Up—(i41)). the state s must either be in R (in which case Ry is reachable) or the set
(C1 0 (Ue—i \ Up—(i41))) must be reachable from s. From the set (C1 N (Up—; \ Up—(i41))). the set
Up_(i41) 1s reached in one-step with positive probability. We therefore get that from any state in 7" =
((Ue\Up—)U(Up—i \Up_(i41))), the set (Uy_(;41) U R) is reachable, by transitivity of reachabillity.

e l—1
Hence, by Markov property 8 we have that Pr;' *°* Reach((S \ T) U Ur—@i+1) U Rg) = 1, from
any state s € T'. Note that from states in R’ no state in C1 N (Up—; \ Up_(;41)) is reachable, and the
set (Up—i \ Ur—(i+1)) can be left only from states in C1 N (Uy—; \ Uy—(i41)). Hence reachability to R
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ensures coBuchi((Ug—; \ Uy_(i41))). Thus we have that

Reach((S\ T) UU;_(i41) U Rs) = Reach(Uy_(iy1) UW U Up_(i41) U RE)
= Reach(Uy_(;41) UW U Rg)
C Reach(U;_(i41) UW™) U coBuchi(Uy_; \ Ur—i+1)) €& -

The first equality uses that (S \ 7)) = (Up_(j+1) U W"). The first inclusion uses that Reach(R)
ensures coBuchi(Uy—; \ Uy_(;41)). Hence, from each state s € 7" we have that SP(s, £ — i) = 1 as
desired.

. (P starts outside (Rg N T'): Item (3) of the lemma statement.). We will now show that the proba-
bility of the event ({J,; coBuchi(Ur—; \ Uy_(j11)) UReach(Up—;)) is at least 1 — e. We will do so by
modeling the worst case using the Markov chain G of Lemma 11. There is an illustration of the
Markov chain G"“" in Figure 11. We have one state representing each of the following sets

(1) (Ug—(i41) U Rs)

) (Ur—i \ (Up—(i+1) U Rs))
3) (Ue\ (Ue—; U Rg))

@ W

We will refer to the states as s1, s2, s3 and s4, respectively. We will now argue about the transition
probabilities, and first consider the absorbing states.

The state s;. We are interested in the probability that (Uy_(; 1) U Rs) is eventually reached. This
probability does not depend on what happens after (U, o—(i+1) Y Ryg) is reached. Hence, we consider
s1 as absorbing, like in G".

The state s;. In the worst case W™ cannot be left, once reached. Thus s, is an absorbing state, like
in G2,

The state s3. For each state s € (Uy—; \ (Up—i41) U Rs)) € (Ur—; \ Up—(i41)), we must eventually
reach a state in either (C1 N (Up—; \ Up—(i+1))) = (C1NT) N (Up—i \ Up—(i+1))) or (Rs N (Up—; \
Ur—(i+1)))» with probability 1, by Markov property 3 (recall that we cannot reach states outside (Uy—;\
Ur—(i+1)), except from states in (C1 N (Up—; \ Up—(i41))) by Equation 4, Equation 5 and Equation 6.
Also, (Rs N (Up—; \ Uy_(i41))) is the subset of (Uy—; \ Uy_(;41)) from which (Cy N T') cannot be
reached). If we reach Rg, an argument similar to the first item in the proof of this lemma shows that
we satisfy the desired statement. Thus, in the worst case we always reach (C1 N (Up—; \ Up—(i41)))-
For each state s in (C1 N (Up—; \ Up—(i41))), let x5 = 5(s,a§’€_i,02)(Ug,(i+1)) be the one-step
transition probability to U,_(;;1). By Equation 4, and the construction of the strategy, we have that
S-ws > (s, oS ) (W™). Clearly, in the worst case we have that $oxs = 0(s, oS ) (W)

(recall that W is absorbing). Also, the fact z, > d(s, oi’eii, o) (W") implies that z, > 0 and

(Qm)rk(ifi)
2 -1) .
, is an upper bound

—(
therefore we have that z; > pair&iii), where pat({ — 1) = (e(sffi“>

on the patience of the distribution Ui’zii (s), by Lemma 6. Thus with probability zs we go to Uy_(;11),
with probability § - 5 we go to W, and with the remaining probability of (1 — (1 + $) - xs) we go

to a state in 7', which in the worst case is a state in (U \ (Uy—; U Rg)). This is so, because, in
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the worst case, to reach (Uy_(;41) U Rg) from (U, \ (Uy—; U Rs)) we must go through a state in
(Ue—i \ (Ur—(i+1) U Rs)), and hence the probability to reach Uy_(; 1) is minimized when x; is as
small as possible, for all s. That is, 5 = pa‘i‘&igi), forall s € (C1 N (Up—; \ Up)). Let x = pa‘i’&iii).
Thus, the transition probabilities are as follows: (i) from sg to s4 is § - z; (ii) from s3 to s1 is z; and

(iii) from sp to s3 is 1 — (1 + §) - . Thus, sz is like in G,

The state s3. For each state s € (U,\ (U;—;URg)) C (Ug\U,—;), by induction and since ai’z_i follows
. e l—i
o, we satisfy that Prg? 72 (U,<i_1 coBuchi(Up—; \ Up_(j41)) UReach(U;—;)) > 1 —n, where

Qm)rk(l—z) .
nis (e"ifmi“) . By item (2) of the lemma statement, we enter W with the remaining proba-

el—i
bility (which is absorbing). Hence, the worst case must be where Prg' 7> (| i<i—1 coBuchi(Up_; \

€, l—i N
Ur—(j+1)) U Reach(U;—;)) = 1 — 7 (and thus Prs'  7*(Reach(W")) = 7). As previously argued,
in the first item and second item of this lemma, the event | J;; ; coBuchi(Us—; \ Uy_(;11)) ensures
reachability to Rg (i.e., ensures Reach(Rg)). In the worst case for the proof the probability to reach

el—1i
(RsUUy_;_1) is minimized, and thus in the worst case we have Prg* ”*(Reach((U;_;\ (Up—i+1)U

e f—1 —
Rs))) =1 —nand Prg'  “*(Reach(W")) = n. Thus, from s3 the transition probability to s and
s4 are 1 — n and 7, respectively. Thus, s3 is like in G

The probability to eventually reach s; from s, or s3. We have that x < % (since pat(f — i) < %

form > 2 and rk(¢ —i) > 1). Also, 0 < n, € < 1 (in the case of 7, because m > 2 and rk({ —i) > 1).

Hence we can apply Lemma 11 and get that the probability to eventually reach s; from so and s3 is

x z-(1-m)
n+(1+5) @ (1-n n+(1+5)-z(
will show that it is greater than 1 — . We have that

) and =) respectively. Cleary, the probability from s3 is the smallest. We

z-(1—7) 1 1
- = —5 - > >1—e€.
n+(@+35)x-(1-n a5 +t1+s5 1+e

We will argue about the first inequality last. The second inequality follows from 1 > 1 — €2 =

(I4+e¢)-(1—¢ = %Jre > 1 — e. To show the first inequality we will argue that ﬁ < § o,
equivalently, that — (12'—7]77)-5 < 1, since € > 0. We have that
(e ) 5 (Qm)rk(é—i)
277 477 4‘77‘P3t —1 € * Omin B 2 1
< = = . =n22 < 1

x-(l—m)-€e x-€ Omin * € n 4 n
The inequalities comes from 7 < % (which is the case because m > 2 and rk(¢ — i) > 1). The
first equality is because x = pa‘if(fgii), by definition. The second equality is because pat({ — i) =

7( (Qm)rk(£7i> 71) 2m)rk(£—i)
(6'{%‘“) ? , by definition. The third equality uses that n = <E"ifmi“) , by defini-
tion.

Ensuring item (3) of the lemma statement. We see that the probability to reach (U, o—(i+1) Y Rg)
from 7" is more than 1 — € (by recalling the definition of s;, so and s3) and thus item (3) of the lemma
statement is ensured, because from states in Ry the event | J;; Safe(Us—; \ Uy_(j11)) is ensured (as
argued in the beginning of the lemma) and hence reaching Rg ensures | J i< coBuchi(Uy—;\U, 1—(j+1))-
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The desired result follows. O

Lemma 13. Let 0 < € < % The stationary strategy o ensures that for all states s € W* and all strategies
o2 we have BgV7? [LimSupAvg] > EZ7*[LimInfAvg] > 1 — e

Proof. By construction of plays as al’l in U; and 01’2, for § = §, in the remaining states. Therefore
o ensures that the mean-payoff of any play that starts in U is at least 1 — 3, by Lemma 8. Since of is
stationary, once o7 is fixed we obtain an MDP for player 2, and in MDPs positional strategies always suffice
to minimize mean-payoff objectives [18]. Hence, Lemma 12 shows that if the play starts in s € (U \ Uy),
then with probability 1 — 3 the play either stays in (U; \ U;_1) for some j > 2 and ensures mean-payoff of
at least 1 — /3 or reaches Uy, from which we will get mean-payoff 1 — 3. By simple multiplication (using
that rewards are at least 0) we therefore see that we get mean-payoff at least

1-p8)°=1+p82-28>1—c¢
The desired result follows. O

Lemma 13 implies the following inclusion.

Lemma 14. We have W* C val; (LimInfAvg, ¥7) C val; (LimSupAvg, ©7).

3.2.2 Second inclusion: W C S\ val; (LimInfAvg, ©F)

We will now show that for all states s € W that there exists a constant ¢ > 0 such that no finite-memory
strategy o1 for player 1 can ensure value more than 1 — % Again the statement is trivially true if W is
empty, and hence we assume that this is not the case.

Computation of W". We first analyze the computation of W". To analyze the computation of W we
consider the iterative computation W*

o Let Wy be S and W; be uU.vX.uY.vZ LimAvgPre(W;_1,U, X, Y, Z).

e Let X;pbe Sand X; ; be v X.uY.vZ LimAvgPre(W;_1, Wi, X; j_1,Y, Z).

e Alsolet Z; jo be S and Z; ; 1, be LimAvgPre(W,_1, Wi, X; j—1, Xi j, Zi j k—1)-

Let £ > 0 be the smallest number such that W; = W5, = W*. Let rk(i), be the smallest number j such
that X; ; = X; j+1. Also, let rk(i, ), be the smallest number & such that Zijk = Zijk+1. We have that
for any state s in W", there must be some smallest number i such that s is not in W; (since Wy is S, we
have that ¢ > 0). Also, there must be some smallest j such that s is not in X; ; and similar for k and Z; ; s..
We define the rank of a state s € W as rk(s) = (i, , k), where i (resp. j, and k) is the smallest number
such that s not in W; (resp. X;; and Z; ; ;). By definition of W", there exists a constant ¢ > 0, such that
for a state s, with rk(s) = (4,7, k), for all distributions &; over I';(s) there must exist an counter-action

a;,& € I'a(s) for player 2 such that all the following conditions hold (i.e., the negation of the conditions of
LimAvgPre hold):

(c-0(s,&1,a5)(Wi) < 6(s,&1,a3)(Wi1))
A(0(s,&1,a3)(Xij—1) <1V (s, &1,a3)(X;5) = 0)

A(0(s,&1,a5)(X5j—1) <1V ExpRew(s,&1,a3) <1—cVi(s,&1,05)(Z;jk—1)<1—c) .
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If the above conditions hold, then one of the following three conditions hold as well. We first explain the
following cases: (i) if d(s, &1, a3® )(W;) > 0, then ¢ - §(s, &1, a5 ) (Wi) < 6(s, &1, a5 (W_1) must
hold to ensure the first condition above (this corresponds to Case (3) below); (ii) if d(s, &1, ag’&)(Wi) =0,
then the first condition above is satisfied; then we have two sub-cases: (a) if 0(s, &1, ag’&)(Xi,j_l) <1,
then both the second and third condition is satisfied (this corresponds to Case (2) below); (b) otherwise
we must have 6(s, &1, CL;’&)(XM) = 0 to satisfy the second condition above and (ExpRew(s, &1, ag’&) <
1—c VvV (s, &, a;’& )(Z1,5,i—1) < 1—c) to satisfy the third condition above (this corresponds to Case (1)
below). Thus we have that either

e Case (1). There is a a3 such that

6(s,61,ay"")(Wi) = 0
A 8(s, €1, a5 (X ) =0
A (Eprew(s,fl,ag’fl) <l—c V 8(s,6,a5")(Z1ji1) <1— c)

or;
e Case (2). There is a a3 such that
(s, 61,05 )(Wi) =0) A (8(s, 61,05 ) (Xiy1) < 1)
or;
e Case (3). There is a a3 such that

(c-8(s, &1, a5 ) (Wi) < 6(s,&1,a5" ) (Wiz1)) A (3(s,&1,a5" ) (W) > 0) .

We will use the above three cases explicitly in our proof.

The counter-strategy o2 given o;. Fix an arbitrary finite-memory strategy o, for player 1. Let the finite
set of memories used by o1 be Mem. A counter-strategy oo given o is defined as follows: given the current
state s of the game, and current memory state m € Mem, let & be the distribution played by o;. The
strategy oo for player 2 plays an action ag’& (if there are more than one option for ag’gl, pick one arbitrarily)
with probability one. If o1 uses memory set Mem, then o2 also uses the memory set Mem and has the same

memory update function.

Upper bound on value ensured by o;. We will show that given o; and the counter-strategy oo the mean-
payoff value is at most 1 — % for all starting states in W". Also note that the upper bound on the value is
independent of the size of the memory, and this shows that in the complement of W* the values achievable
by finite-memory strategies is strictly bounded below 1.

The game G X Mem. Consider the game G and a product with any deterministic automaton A with state
space (). Every state in W x @ in the synchronous product game belongs to the set w" computed in
the product game and the ranks also coincide (by the properties of p-calculus formulae). Consider the
synchronous product game G x Mem of GG and the memories of o; and o3, where states corresponds to
pairs in (S, Mem) and where 6((¢,m),a,b)((t',m)) = d(s,a, b)(t) where o}(t,a,b,m) = m' and hence
also o (t,a,b,m) = m/. In this game the strategy corresponding to o can be interpreted as a stationary
strategy 0. Also the strategy corresponding to o can be interpreted as a positional strategy o in G x Mem.
Hence given the strategies o1 and oo we can obtain a Markov chain on G x Mem, considering the stationary
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strategies o} and o/, on the product game. Also for all states ¢ € W in G, all the corresponding states (¢, m)
in G x Mem belong to W computed in the product game and has the same rank as ¢ in G.

Upper bound on value ensured by o1. We show that given o and the counter-strategy o9 the mean-payoff
value is at most 1 — % for all starting states in W". The proof is split in the following cases, and the basic
intuitive arguments are as follows:

1. Consider a play that starts in Yu- We show that the play always stays in Yu and Case (1) is satisfied
always. Thus we show that from every state there is a path of length at most n where reward 0 occurs
at least once.

2. For a play that starts in W1 \ X 1,1, we always satisfy either Case (1) or Case (2). First we establish
that the event of Case (2) being satisfied infinitely often has probability 0. Hence from some point on
Case (1) is always satisfied, and then the argument is similar to the previous case.

3. Finally we consider a play that starts in W~ \ W1. Whenever Case (3) is satisfied, and if the current
state is W, for j > 1, then W;_; is reached with positive probability in one-step. We establish that
either (i) we are similar to the previous case or (ii) reach W or W and the probability to reach W is
at least c™.

Intuitively, in the first two cases above, we reach a recurrent class that consists of states satisfying Case (1)
only, and in such recurrent classes the mean-payoff value is at most 1 — ¢”. In the last case, either we reach
a recurrent class of the above type, or whenever we satisfy Case (3) with positive probability ¢ > 0 we make
progress to a recurrent class of the above type. The above case analysis establish the proof. We now present
the formal proof.

Lemma 15. Fix an arbitrary finite-memory strategy o1 and consider the counter-strategy oy given oy. For
all states in W we have that EJV7?[LimSupAvg] < 1 — %

Proof. In game G x Mem, let C; be the set of states where Case (1) is satisfied®. That is C'1,C, and C5
satisfy Case (1), Case (2), and Case (3), respectively. We consider the Markov chain given o7 and o9, and
consider a play P? starting from state s. We will consider three cases to establish the result.

1. Plays starting in s € Yl 1. Recall that Yl 1 is the complement of X4 1. Consider state s in 71 1,k
for some k > 1 (that is: states in X1 1). Since Wy = X7 = S, we have that the play Correspondmg
to P* in G x Mem is always in C'; (note that only in Case (1) do we have probability 0 to go to W
and X o). Hence the play P* always stays in X1 ;. Hence, from states in Z 1,1,k if player 1 plays
according to oy and player 2 plays o2, with probability ¢ we either (i) reach a state in Z 1 Jk—1, OF
(1) get areward of 0. Since Z; 1,0 = S we must get a reward of 0 with at least probability ¢ when in
71,171. Hence, for all states in YLl, given player 1 follows o and player 2 follows o, there is a path
of play of length at most rk(1, 1) > rk(1) where each step happens with probability at least ¢ and the
reward 0 happens at least once. Thus, for any state s in X 1, the play P* stays in X1 ; and gives a
expected average reward of at most 1 — C]—] with probability 1, where j = rk(1). In other words, we
have established the following property: in the Markov chain all recurrent classes that intersect with
(X1, x Mem) are contained in (X1,; x Mem) and have mean-payoff at most 1 — <-.

2. Plays starting in s € (W; \ X1 1). Consider now state s in (W1 Lyl ) ). Since Wy = S, we have
that the play Py}, corresponding to P¢in G x Mem, is always in (C1UC73) (note that in Case (3) we
have positive probability to goto Wy). This is the only property of (W7 \ X1,1) we will use. Notice

*Note that C; # (S\ C;), fori € {1,2, 3}, in general, where C; is the set defined in Subsection 3.2.1, but this notation is used
because C'1, Ca, C3 serve similar roles for properties of W as C1, Ca, C did for properties of TW*
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that this ensures that P* always stays in W1. Let Rg be the set of states from which no state in Cy
can be reached. There are now two cases, either Py, reaches a state in Rg or it does not.

e The play P reaches a state in Rg. Let j = rk(1). Then the mean-payoff is at most 1 — CJ—J
after reaching Rg, by a argument similar to the one for states in X1 1. Therefore, in this case, the
mean-payoff of P* is at most 1 — Cji, since the mean-payoff is independent of the finite-prefix.

e The play P}, does not reach a state in Rg. In this case, we must visit states in Cs infinitely
often with probability 1, by Markov property 1. Whenever we are in a state s’ in Co N ((X1,; x
Mem) \ (YLj_l x Mem)), we have probability at least p - dpin to reach (Ym_l x Mem) in
one-step where 1% is the maximum patience of any distribution played by o;. Whenever we
are in a state s’ in C1 N ((X1; x Mem) \ (X1,-1 x Mem)), we have probability 0 to leave
(X1, x Mem) \ (X1,—1 x Mem)) in one-step. Therefore we must reach (X1; x Mem) in a
finite number of steps with probability 1 and from (X1 x Mem) we get a mean-payoff of at
most 1 — C]—.], where j = rk(1), as we have already established in the first item*.

Therefore, in both cases we get a mean-payoff of at most 1 — CJ—J with probability 1, where j = rk(1),

i.e., all recurrent classes have mean-payoff of at most 1 — CJ—J

3. Plays starting in s € (W~ \ W). Consider now state s in (W~ \ W1). Consider the play P® in
G and the corresponding play P, in G x Mem. For i > 1, let L, = W; U W;_; and note that
L; = W; \ W;_1. Let R; be the set of states in L; from which no state in C's N L; is reachable; (note
that R; C L; N (51 U 62)). Note that from L;, the set L; can be left only from states in C'3 N L;. We
now consider two sub-cases.

e We first consider the case where we reach R;. Let j = rk(i). In this case, the mean-payoff is at
most 1 — Cj—] by an argument similar to the argument for s in W1 \ X 1. The argument for s in

W1\ X1, only uses that states in C; U C are visited. Once R; is reached we are guaranteed
that only states in R; are visited, and hence the recurrent classes in 2; has mean-payoff of at
most 1 — %

e If R; is not reached, then since from every state C'3 N L; we have positive transition probability
to L;, it follows that L; is reached with probability 1, by Markov property 4. But if we reach
either W; or W;_1, we have a probability of at least c that it will be W,_1 (since it can only be
done whenever Py, is in C3 N L;, which ensures so).

Each time we repeat the second case, all states in L;, will never be visited again, in the worst case.
Since each set I; must contain atleast one state, we see that, if we repeat the second case k times and

thereafter enter R, (and are thus in the first case), then n — k > W(i’ ). We have a probability of ck
Cnfk
n—k

remaining probability of 1 — c¥, we still have a expected mean-payoff of at most 1 —

to follow such a play and we then get value at most 1 — . Even if we got mean-payoff 1 with the
Cn

n—k*
see that in the worst case k¥ = 0 with probability 1, in which case we get mean-payoff at most 1 — %

Thus, we

The desired result follows. O]

4In@ct, alternatively we can prove this case using contradiction, since (X 1,1 x Mem) C C' and therefore (X 1,1 x Mem) C Rg,
since (X1,1 X Mem) cannot be left in the Markov chain
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Lemma 15 implies the following inclusion.

Lemma 16. We have val; (LimSupAvg, =) C W™,

4 Improved Rank-Based Algorithm

In this section we present an improved rank-based algorithm, which is based on the same principle as the
small-progress measure algorithm [24] (for parity games). While the naive computation of the p-calculus
formula for the value 1 set requires O(n?) iterations, the improved algorithm will require O(n?) iterations.

Basic idea. The basic idea of the algorithm is to consider the ranking function rk from Section 3.2.1 and use
that to obtain an algorithm. Notice that rk(s) for s € W* is always a pair (i, j) suchthat2 <i+j <n+1
and where 1 < 7,5 < n. We see that for any number k there are k — 1 pairs (4, j) such that i + j = k and
such that 1 <4,j < k— 1. Hence, thereare >, _, k = % such pairs (i, j) suchthat 2 <i+j <n+1
and where 1 < ¢,j < n. Furthermore we also have a special rank T for not being in W*. The ranks are
lexicographically ordered as follows

(L)< (L2)<---<(Iim<2)<---<(n,1)<T.

We will thus say that (7,5) < T forall 4,7 and (i,5) < (¢/,7") ifi < i ori = ¢ and j < j; (and for
(i,7) < (¢, 5") we change j < j'). To distinguish with the ranking function in Section 3.2.1, we denote the
ranking function of the improved algorithm as rk’(s).

Definition of matrix. Consider a given assignment of ranks to states. Let s be some state of rank rk’(s) # T
and therefore of rank (¢, j) for some 4 and j; and also consider a state s’ of rank (¢’, /). We define some
sets, Ug, Yy, Zs, X5, Wy as follows:

1. The state s’ is in Uy, if 1 > ¢'.

2. The state s’ isin Y, if ¢ > ¢ or¢’ =i and j > j'.
3. The state s’ isin Zs, if i > ¢’ ori’ =i and j > j'.
4. The state s’ is in X, if 7 > .

5. The state s’ is in W independent of s.

Also if a state s” has rank T, then it is in the set W,. This set also does not depend on s. Let M? IS

. ai,a2
{Ws,Us, Wy, Yy, X, Z1 70}, for a1 € T'1(s) and ag € T'a(s), be the matrix similar to the matrix M from
Section 3.1, except that instead of set W use W and similar for U, Y, Z, X and W.

The RANKALGO algorithm. We will refer to our algorithm as RANKALGO and the description is as
follows:

1. For each state s set rk/(s) < (1,1)
2. Leti+ 0and SY < S.
3. (Iteration) While S” is not the empty set:
(a) Let Q' = S"U {s | Ja; € T'1(s),Jaz € I'a(s). Succ(s, a1, az) NS* # ()} be the set of states in

S* and their predecessors.
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(b) For each state s € Q° such that rk’(s) # T, run ALGOPRED on M?# (if M* has not changed
since the last time ALGOPRED was run on M ?®, then use the result from the last time instead of
rerunning ALGOPRED). Let S“*! be the set of states which ALGOPRED rejected.

(c) Increment the rank (according to the lexicographic ordering) of all states in S**1,
(d) Leti <+ ¢+ 1.

4. Return the set of states which does not have rank T.

4.1 Running time of algorithm RANKALGO

We now analyze the running time of the algorithm. We first analyze the work done for updating matrices
M? and then analyze the work done for ALGOPRED computation.

e Work to update matrix. For a state s of rank (i, j), notice that we do not need to recalculate the
entire M*® whenever some successor s’ of s changes rank, but only the entries (ai, a2) such that
s’ € Succ(s, a1, az). Also notice that we do not need to change M* at all whenever s’ changes rank
to ranks other than in {(4, 1), (¢,7), (¢,7+ 1), (i +1,1), T }. Hence, as long as s has some rank (i, j),
we can do all updates of M* in time O(3_,cr, () pery(s) [SUPP(s, a, b)[). We also recalculate M*
whenever s changes rank, and since each state has at most O(n?) different ranks therefore we use
O(n* Y .cq 2 _aeT (s),beTs(s) SUPP(s, @, b)|) time to do all updates of M* for all states s.

o Work of ALGOPRED. Note that each entry of M? can take at most 7 different values, and as long as s
has a fixed rank each update makes some entry worse than before. Hence as long as s has some fixed
rank (4, j) we can do no more than 6 - |I'1(s)| - |I"2(s)| updates of M*. Hence we run ALGOPRED at

most n(nH 6-|T'1(s)| - |T2(s)| times for a fixed s.

Therefore, we get a total running time of O(n? - Y _o(ITi(s)]* - [T2(s)]® +
D a1l (s),a2€Ta(s) 1SUPP(S, a1, az)l)), using Lemma 4.

4.2 Proof of correctness of algorithm RANKALGO

The correctness proof is similar to the results of [24]. The proof of [24] shows the equivalence of u-
calculus formula and a rank-based algorithm (called small-progress measure algorithm) for parity games;
and the crucial argument of the correctness was based on the fact that the predecessor operator is monotonic.
Our correctness proof is similar and uses that LimAvgPre is monotonic. We just present the proof of one
inclusion and the other inclusion is similar. For simplicity we will say that the rank of s is rk(s) = T if
s € W". Let W* be the output of the algorithm. We show that W =W+

W* C W* : rk'(s) < rk(s). We only need to show the statement for rk(s) # T since otherwise the
statement follows by definition. Hence, assume towards contradiction that rk’(s) > rk(s) and let rk(s) =
(i,7). Also, we can WLOG assume that s gets assigned a rank higher than rk(s) in the first iteration for
which any state s’ gets assigned rank higher than rk(s’) by the algorithm. Therefore in that iteration all states
s’ are such that the rank assigned by the algorithm is at most rk(s’) and s has rank rk(s) assigned. Therefore
W* C Wy, Ui—1 C U, U; C X, Y 5-1 CYs,Y; 5 C Zg. Butsisin LimAvgPre(W*, U;_1,U;, Y j—1,Yi ;)
by definition since s is such that rk(s) = (¢, 7). By monotonicity of LimAvgPre we have that s is also in
LimAvgPre(Ws, Us, X, Ys, Zs), contradicting that s changes rank.

Lemma 17. The algorithm RANKALGO correctly computes the set valy (LimInfAvg, =5 of states in time
O(TL2 ) ZsES(’Pl(S)P ’ ‘FQ(S)P + Zalerl(s),azer(s) ‘Supp(& ai, GQ)D)
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5 Main result and Concluding Remarks

We now summarize the main result, and conclude with an open question.
Theorem 18. The following assertions hold for concurrent mean-payoff games.

1. (Value 1 set characterization). Let W* = vW.uUvX.uY.vZ.LimAvgPre(W, U, X, Y, Z), then we
have

W* = val; (LimSupAvg, 27 ) = val; (LimSupAvg, ©1")

= val; (LimInfAvg, 27 = val; (LimInfAvg, £1)

2. (Running time). The value I sets val; (LimSupAvg, ¥7) = valy (LimInfAvg, %I can be computed in
time O(n? - ESES(|F1(S)|3 |Da(s)]? + Za16F1(3)7(126F2(5) |Supp(s, a1, az)|)).

3. (Optimal patience). For all € > 0, there exist stationary e-optimal strategies in the set

—(2m)"
val (LimSupAvg, ©37) with patience at most (—6'52““) .

Proof. The first item follows from Lemma 16 together with Lemma 14. The second item comes from
Lemma 17. The third item follows from Lemma 7. O

Notice that the patience closely matches the patience obtained for the concurrent reachability game
Purgatory, by Hansen, Ibsen-Jensen and Miltersen [20, Theorem 10] (the bound for m = 2 is also in [22]).
Concurrent reachability games is a subclass of concurrent mean-payoff games and always have e-optimal
stationary strategies, for all ¢ > 0, and all states in Purgatory have value 1. Thus the example provides a
closely matching lower bound for patience.

Robustness. Our results show that the value 1 set computation can be achieved by an iterative algorithm
with the LimAvgPre operator. Our algorithm for the LimAvgPre operator computation is based on the matrix
construction M, and observe that the entries in the matrix depends only on the support set, but not the precise
probabilities. It follows that given two concurrent games where the support sets of the transition functions
match, but the precise transition probabilities may differ, the value 1 set remains unchanged.

Concluding remarks. In this work we considered concurrent mean-payoff games and presented a
polynomial-time algorithm to compute the value 1 set for finite-memory strategies for player 1. An in-
teresting open question is whether the value 1 set with infinite-memory strategies can also be computed in
polynomial time.
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6 Appendix — Expanded mu-calculus formula
Description of algorithm. Note that we established that if
W* =vW.uUvX.uYvZ LimAvgPre(W, U, X, Y, Z);

then W* = {s € S | val(LimInfAvg(r), ©{')(s) = 1}. The p-calculus formula is a very succinct description
of an algorithm. The expanded iterative algorithm is presented as Algorithm 1.

Algorithm 1: Naive u-calculus Algorithm

Input: A concurrent mean-payoff game G over the set of states S
Output: The set of states W*

W« S

repeat

W'« W

U<+ 0

repeat

U +U

X+—W

repeat

X+ X

Y« U

repeat

Y +Y

7+ X

repeat
AR
Z <+ ALGOPRED(W,U, X, Y, Z)

until 7 = 7/,

Y« Z

untilY = Y”;

X+Y

until X = X/;

U+ X

until U = U’;

W<« U

until W = W’;

return W
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7 Technical appendix — Computation of LPre

We now present the details of the computation of LPre(s, W, U, Ay, A3). We will establish the Reject
property and Accept properties a—d of LPre. We first recall the properties:

(Accept properties of LPre). Accepts and returns the set A3 C Ay and a parametrized distribution &Y, for
D<e< % with support Supp(£§) € Ay, such that the following properties hold:

e (Accept property a). For all ay € A3, the distribution £ satisfies Equation 1 for as.

e (Accept property b). For all ay € (As \ A3), we have Succ(s, £, az) N W = 0 and Succ(s, &5, az) N
U=0.

e (Accept property c). For all a1 € (A1 \ Supp(&])), there exists an action as in (A \ A3) such that
Succ(s, a1, a2) N W # 0.

e (Accept property d). The set A3 is largest in the sense that for all ap € (Aa \ As) and for all
parametrized distributions £] over A, the Equation 1 cannot be satisfied, while satisfying actions in
Ay using Equation 1, or Equation 2, or Equation 3, forany X, Y, Z suchthat U CY CZ C X C W.

The computation of LPre(s, W, U, Ay, A3) will be done similar to the computation of the similar named
LPre(s, W, U) in [13, 9], and we will follow notations from [9]. We will use the two methods Stay and
Cover, defined as follows:

Stay(s, W, A1, Az, A) = {a1 € A1 | Vag € (A \ A).[(Succ(s, a1, a2) NW) = 0]}
Cover(s, U, A1, Az, A) = {ag € Ay | Ja1 € (A1 N A).[(Succ(s,ar,a2) NU) # 0]}
The algorithm LPre(s, W, U, Ay, As) is then as follows:

1. Let A* + pA.[Stay(s, W, Ay, Ay, A) U Cover(s, U, A1, Az, A)] and for all a; € (A* N Ay) let £(ay)
be the level of a7 in the formula.

2. If (A* N A;) is empty, return reject. Otherwise, return accept and (A* N Ag, £5), where £ is the

parametrized distribution, with support (A* N A;), and the ranking function of a; € (A* N A;) is
£(a1)—1

2

The algorithm for LPre(s, W, U) of [13, 9] can be obtained as a special case of our description above as
follows:

1. Let (A3,&) < LPre(s,W,U,T'1(s),T'2(s)). If either (i) LPre(s, W,U,I'1(s),I'2(s)) rejects; or
(ii) A3 # I'a(s), then return reject, otherwise return accept and &j.

We will now show that LPre(s, W, U, A, As) satisfies the desired properties.
Lemma 19. The algorithm LPre(s, W, U, Ay, As) satisfies the Reject property of LPre and Accept properties

|A1]—1
7 ; €0min
a—d. Also, the patience of 7 is at most (T) .

Proof. We establish the desired properties.

The reject property of LPre. We see that LPre(s, W, U, Ay, A2) only rejects if (A* N A;) is empty. By
definition of Stay(s, W, A;, A2, A) we have (A*NA;) is empty iff forall a; € A; there exists ag € (A2\ A*)
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such that (Succ(s, a1, as) N W) # (. We also see the reverse, since we see that also (As N A*) is empty if
(A* N Ay) is empty by definition of Cover(s, U, A1, Ao, A). This implies that the empty set is a fixpoint of
UA. [Stay(s7 W, Ay, Aa, A) U Cover(s,U, Ay, As, A)] and thus must be A*. Since A* is empty, it follows
that for all a; € A; there exists ay € (A \ A*) = As such that (Succ(s, ay,az) N W) # (. Hence, if
LPre(s, W, U, Ay, As) rejects, then the reject property of LPre is satisfied.

Properties of the set A*. We have that if LPre(s, W, U, A;, Aa) returns (Agz, £5), then A* = (Supp(&5) U
As) and A* is a fixpoint of pA. [Stay(s, W, Ay, Ay, A) U Cover(s, U, Ay, As, A)]

Accept property a. We note that if we restrict the set of actions of player 1 to A* N A; and actions of
player 2 to Ag, then LPre(s, W, U) would return accept and the same parametrized distribution, and then
the proof of [9, Lemma 4] ensures Accept property a and the desired patience.

Accept property b. We see that for an action a; to be in (A* N A;) = Supp(&f), by definition of
Stay(s, W, Ay, A, A*), for all ag in (A* N Ay) = As we have that (Succ(s, a1, az2) N W) = () (or equiv-
alently that (Succ(s,£S,az) N W) = (). This establishes the first half of Accept property b. Also, we
see that if an an action ag is in (Ay \ A*) = (A2 \ As), then by definition of Cover(s, U, A1, Ag, A*)
for all a; in (A* N A;) = Supp(&S) we have that (Succ(s,ar,az) N U) = O (or equivalently that
(Succe(s, &5, az) NU) = 0). This establishes the second half of Accept property b.

Accept property c. For A* to be a fixpoint we must have, by definition of Stay(s, W, Ay, Ay, A*), that for
each action a; € (A; \ A*) = (A; \ Supp(&5)) that the condition to be in Stay(s, W, A1, Ay, A*) must be
violated and thus, there exists az € (A \ A*) = (A \ As) such that (Succ(s,ay,az) N W) # 0. This
establishes Accept property c.

Accept property d. Along with U and W consider any X,Y,Z suchthat U C Y C Z C X C W.
Consider a real number 0 < € < TX‘;' and a distribution &; over A;. We will show that if Equation 1 is

satisfied by &; for some action ag € (As \ Ajs), then there is some action a), € Ay which is not satisfied by
either (i) Equation 1; or (ii) Equation 2; or (iii) Equation 3. The proof will be by contradiction and assume
towards contradiction that such an action as exists. Let A4 C As be the set of actions which does satisfy
Equation 1 by &; and let the remaining actions be satisfied by either Equation 2 or Equation 3. Notice that
Ay & As, since ag € Ay and ag & As.

We consider two cases depending on whether or not Supp(&1) € Supp(&§) to establish the result.

e We first consider the case, where Supp(§1) € Supp(&5). Then Equation 1 is violated for all a), €
(Ag \ As), since U cannot be reached by Accept property b. In particular, it must be violated for as.
That is a contradiction.

e We next consider the case, where Supp(§1) € Supp(&§). Let a; € (Supp(&1) \ Supp(€5)) be an
action, such that a1 € argmaxy e(supp(g;)\Supp(£5)) &1(a)). By Accept property c, there exists an
action a, € (As \ Ajs) such that Succ(s,a1,ah) N W # 0, since a1 € (Supp(&1) \ Supp(£5)) C
(A1 \ Supp(&5)). We again split into two cases. Either @), is in A4 or not.

— We first consider the case then a}, € A4. We will show that we go to W with too high probability,
compared to the probability with which we go to U. We see that §(s, &1, ab) (W) > Gmin-&1(ar),
by definition of a},. Each action a} in Supp(&f) ensures that Succ(s, a’, ab) NU = () by Accept
property b, since a, ¢ As. It follows that §(s, &1, ab)(U) < &i(ar) - (JA1]| — 1). This is because
each action @} such that £(a}) > &(a1) are in Supp(&5) by definition of a; and there are at
most |A;| — 1 actions in (Supp(&1) \ Supp(&f)) (since &; and £ are distributions over A; and

|Supp(&5)| > 1). But then 6(s, &1, a5)(U) - € < §(s, &1, ah) (W) and thus Equation 1 is violated
by &1 and a,. This contradicts either that a, € A4 or the definition of Ay.
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— We next consider the case then a}, € (Ay \ Ay). Recall that Succ(s, &1, ab) N W # (. Hence,
Equation 2 and Equation 3 are violated, since Succ(s, 1, ah) N X # 0 (because X C W and if
W is reached with positive probability, then X is reached with positive probability). Moreover,
Equation 1 cannot be satisfied either, since af, ¢ A4. Thus we have a contradiction.

Thus, in all cases we reach contradiction and, hence Accept property d is satisfied.
The desired result follows. O
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