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Abstract
Pattern matching is the problem of finding all occurrences of a pattern in a text. In a dynamic setting the problem is to support pattern matching in a text which can be manipulated on-line, i.e., the usual situation in text editing.

We present a data structure that supports insertions and deletions of characters and movements of arbitrary large blocks within a text in $O(\log^2 n \log \log n \log^* n)$ time per operation. Furthermore a search for a pattern $P$ in the text is supported in time $O(\log n \log \log n + occ + |P|)$, where $occ$ is the number of occurrences to be reported. An ingredient in our solution to the above main result is a data structure for the dynamic string equality problem introduced by Mehlhorn, Sundar and Uhrig. As a secondary result we give almost quadratic better time bounds for this problem which in addition to keeping polylogarithmic factors low for our main result also improves the complexity for several other problems.

1 Introduction
Pattern matching on strings is the problem of determining all occurrences of a pattern string $P$ as a substring of a larger text string $T$ of length $n$. Optimal solutions achieving $O(n)$ time for this problem were given in the 70s by Knuth, Morris, and Pratt [19], and Boyer and Moore [3]. Several text books, see e.g., [1, 6, 25], address various pattern matching problems including the above classic problem. Originally the classic problem was motivated (among other things) in terms of text editing. In a text editing process it is desirable to effectively handle text updates and searches for different patterns, i.e., avoid using time proportional to the full text for each text manipulation or search. Several papers including [11, 12, 13, 14, 18, 20, 28, 30, 24], describe data structures addressing various dynamic settings of efficient text manipulation and searching. In addition to text editing this work has also provided applications in other fields, e.g., in computational biology [21, 29].

We present a data structure that supports insertions and deletions of characters and movements of arbitrary large blocks within a text in $O(\log^2 n \log \log n \log^* n)$ time per operation. Furthermore a search for a pattern $P$ in the text is supported in time $O(\log n \log \log n + occ + |P|)$, where $occ$ is the number of occurrences. Hence each text manipulation or search is supported in time polylogarithmic to the length of the text plus the necessary linear terms for input and output.

The data structure we present is based on the following closely related problem. A family of strings is maintained under two update operations, split and concatenate. Given an index $i$ and a string $s = a_1a_2\ldots a_k$ in the family, the split operation splits $s$ into the two substrings $a_1\ldots a_{i-1}$ and $a_i\ldots a_k$, and inserts them into the family without preserving argument $s$. The concatenate operation takes two strings $s_1$ and $s_2$ from the family, and inserts the concatenation $s_1s_2$ into the family, again without preserving the arguments $s_1$ and $s_2$. Finally the search query supported for the family takes any string in the family and reports occurrences of this string within the other strings of the family. The query time is $O(\log n \log \log n + occ)$, where $n$ is the total size of the strings and $occ$ the number of occurrences reported. The update operations are supported in $O(\log^2 n \log \log n \log^* n)$ time. In the setting of text editing, e.g., the problem of moving a block in a text, the family only consists of a single string representing the text. Movement of a block then consists of a constant number of split and concatenate operations. In order to search for a pattern $P$ in the string (text) we in addition to the $O(\log n \log \log n + occ)$ time for the search, also need additional $O(|P|)$ time to construct a temporary version of $P$ to be inserted in the string family such that it can be given as a parameter for the search operation.

Our main result, a fully dynamic pattern matching algorithm with polylogarithmic time per operations uses as a black box an algorithm for the dynam-
ic string equality problem [23]. As a secondary result we improve the time bounds of the results in [23]. Using the result of [23] our updates increases with a polylogarithmic factor. The dynamic string equality problem is a data structure to maintain a family of strings under persistent concatenate and split operations (the arguments are preserved in the family) such that the equality of two strings can be determined in constant time. We give an almost quadratic improvement of the time bounds for updates in [23]. In addition to this improvement we generalize the problem such that the equality query is strengthened to lexicographical order comparison between any pair of strings in the family within constant time. Furthermore we also support longest common prefix and suffix operations between a pair of strings in almost $O(\log n)$ time. In [23], the problem is mainly motivated by problems in high-level programming languages like SETL. However subsequently this data structure has served as an important component for efficient solutions to other problems, which also benefit for our new bounds, see e.g., [4, 15].

1.1 Related work In this section we sketch the history of pattern matching and refer to [14] for a more detailed account. Some of the early progress of making pattern matching dynamic is the suffix tree. In [20, 30] it is shown how to preprocess a text in linear time such that pattern matching queries can be answered on-line in $O(P + oec)$ time. In [28] the suffix tree is extended such that the text can be extended by a single character at the end. Gu et al. [18] were the first to consider the problem where the text could be manipulated fully dynamically, and denoted this problem dynamic text indexing. The update operations they support are insertion and deletion of a single character to/from the text in $O(\log n)$ time, where $n$ is the current size of the text. The query operation is supported in $O(P + oec \log i + i \log|P|)$ time, where $i$ is the current number of updates performed. Ferragina [12] gave a more general solution that efficiently could handle insertions/deletions of a string into/from the text. The problem considered was denoted incremental text editing. Ferragina and Grossi [11, 13, 14] improved the result of Ferragina achieving time bounds $O(n^{1/2} + s)$ for updates and $O(P + oec)$ for the search, or updates in $O(s(\log s + \log \log n) + \log n)$ time with query time $O(|P| + oec + i \log P + \log \log n)$, where $s$ is the length of the inserted/deleted string. Finally Sahinalp and Vishkin [24] gave the following result for incremental text indexing. Searches in $O(p + oec)$ time and insert/delete of a string in $O(\log^2 n + s)$ time.

1.2 Outline of the paper In Section 2 we review the signature encoding of strings from Mehlhorn et al. [23] and state our time bounds for the dynamic string equality problem. We proceed in Section 3 with a description of our data structure for dynamic pattern matching. In Section 4 we provide the implementation for the generalised string equality problem.

1.3 Preliminaries Given a string $s$ over an alphabet $\Sigma$, we let $|s|$ denote the length of $s$, $s[i]$ the $i$th element of $s$ ($1 \leq i \leq |s|$), and $s[i..j]$ the substring $s[i]s[i+1]...s[j]$ of $s$ ($1 \leq i \leq j \leq |s|$). If $j < i$ then $s[i..j]$ denotes the empty string $\epsilon$. For arbitrary $i$ and $j$, $s[i..j] = s[\max(1, i) \ldots \min(|s|, j)]$, $s[i..] = s[i..|s|]$ and $s[..j] = s[1..j]$. We let $pref_k(s) = s[1..|s| - k]$, $suf_k(s) = s[k + 1..|s|]$, and $inv_k(s) = s[|s| - 1..|s| - k]$. The reverse string $s[::-1]$ is denoted $s^R$. For a mapping $f : \Sigma \rightarrow U$, we extend $f : \Sigma^* \rightarrow U^*$ by defining $f(a_1a_2...a_n) = f(a_1)f(a_2)...f(a_n)$. For two strings $s_1$ and $s_2$ we let $lcp(s_1, s_2)$ and $lcs(s_1, s_2)$ denote the longest common prefix and suffix respectively of $s_1$ and $s_2$. We assume without loss of generality throughout the paper that no string is equal to the empty string.

Let $\Sigma$ be totally ordered. We define the lexicographical ordering on $\Sigma^*$ by $s_1 \leq s_2$ if and only if $s_1 = lcp(s_1, s_2)$ or $s_1[lcp(s_1, s_2) + 1] < s_2[lcp(s_1, s_2) + 1]$. We let $u \leq v$ denote that the reverse of $u$ is less than the reverse of $v$, i.e., $u^R \leq v^R$.

We let $\log n = \ln n / \ln 2$, $\log_2(1)n = \log n$, $\log_{i+1}(n) = \log \log_i(n)$, and $\log^*(n) = \min\{i | \log_i(n) \leq 1\}$. When interpreting integers as bit-strings we let AND, OR, and XOR denote bitwise boolean operations, and $x \ll i$ be the operation shifting $x$ $i$ bits to the left, i.e., $x \ll i = x \cdot 2^i$. For positive integers $x$ and $i$ we let $bit(x, i)$ denote the $i$th bit in the binary representation of $x$, i.e., $bit(x, i) = (x \div 2^i) \mod 2$.

2 Signature encoding of strings

In the following we describe the signature encoding of strings over some finite alphabet $\Sigma$. The signature encoding we use throughout this paper was originally described by Mehlhorn et al. in [23]. The basic idea is to associate a unique signature $\sigma$ to each string $s$ such that two strings are equal if and only if they have equal signatures. The signature encoding of a string $s \in \Sigma^*$ is defined relative to a signature alphabet $E \subseteq \mathbb{N}$ and a partial injective mapping $Sig : \Sigma \cup (E^1 \cup E^2 \cup E^3 \cup E^4) \cup (E \times \mathbb{N}) \rightarrow E$. The mapping $\text{Sig}$ is extended during updates in order to keep it defined for all applied values.
The signature encoding of $s$ consists of a sequence of signature strings from $\mathcal{E}^*$, $\text{shrink}_c(s), \text{pow}_c(s), \text{shrink}_1(s), \text{pow}_1(s), \ldots, \text{shrink}_h(s)$ log$^* N + 6$ and $\Delta_R = 4$.

The strings are defined inductively by

$$
\text{shrink}_c(s) = \text{Sig}(s)
$$
$$
\text{pow}_c(s) = \text{Sig}(\text{encpow}(\text{shrink}_c(s)))
$$
$$
\vdots
$$
$$
\text{shrink}_j(s) = \text{Sig}(\text{encblock}(\text{pow}_{j-1}(s)))
$$
$$
\text{pow}_j(s) = \text{Sig}(\text{encpow}(\text{shrink}_j(s)))
$$
$$
\vdots
$$
$$
\text{shrink}_h(s) = \text{Sig}(\text{encblock}(\text{pow}_{h-1}(s)))
$$

where $\text{encpow}$ and $\text{encblock}$ are functions defined below, and $h$ the height of the encoding of $s$ which is the smallest value for which $\text{shrink}_h(s) = 1$. We let $h(s)$ denote the height of the encoding of $s$.

The mapping $\text{encpow}$ groups identical elements such that a substring $\sigma^i$ is mapped into the pair $(\sigma, i)$. Formally, for $s \in \mathcal{E}^*$ and $s = \sigma_1 \ldots \sigma_m$, $\sigma_i \in \mathcal{E}$ where $\sigma_i \neq \sigma_{i+1}$ for $1 \leq i < m$. Then $\text{encpow}(s) = (\sigma_1, 1), (\sigma_2, 2), \ldots, (\sigma_m, m)$. The function $\text{encpow}(s)$ can be computed in time $O(|s|)$.

The mapping $\text{encblock}$ decomposes a string into a sequence of small substrings of sizes between two and four, except for the first block which has size between one and four. Each substring is denoted a $\text{block}$. The strategy behind the decomposition is based on the deterministic coin tossing algorithm of Cole and Vishkin [5] which ensures the property that the boundaries of any block are determined by a small neighborhood of the block. This strategy is only applicable to strings where no two consecutive elements are identical and the role of the mapping $\text{encpow}$ is to ensure this property prior to employment of $\text{encblock}$.

Because the signature encoding is deterministic, two identical strings also have identical encodings.

The neighborhood dependence of a block decomposition is characterized by two parameters $\Delta_L$ and $\Delta_R$, such that given a signature $\sigma$ in a string it can be determined if $\sigma$ is the first signature in a block by only examine $\Delta_L$ and $\Delta_R$ signatures respectively to the left and to right of $\sigma$. We assume in the following that $N$ is a constant bounding the total number of signatures to be used, and we also assume that signatures and characters can be handled in constant time.

Given a signature $\sigma$ we let $\overline{\sigma}$ denote the string from $\Sigma^*$ encoded by $\sigma$, and for a signature string $\sigma_1 \ldots \sigma_k$ we let $\overline{\sigma_1} \ldots \overline{\sigma_k} = \overline{\sigma_1} \ldots \overline{\sigma_k}$.

The details of the block decomposition can be found in [23], from which it follows that $\Delta_L = \text{shrink}_c(s), \text{pow}_c(s), \text{shrink}_1(s), \text{pow}_1(s), \ldots, \text{shrink}_h(s)$ log$^* N + 6$ and $\Delta_R = 4$.

### 2.1 Persistent strings

Mehlhorn et al. [23] considered how to maintain a family $\mathcal{F}$ of strings under the following operations.

**STRING(a)** A new single letter string containing the letter $a \in \Sigma$ is created. The resulting string is added to $\mathcal{F}$ and returned.

**CONCATENATE(s1, s2)** Concatenates the two strings $s_1, s_2 \in \mathcal{F}$. The resulting string is added to $\mathcal{F}$ and returned. The two strings $s_1$ and $s_2$ are not destroyed.

**SPLIT(s, i)** Splits $s$ into two strings $s[i \ldots]$ and $s[0 \ldots i]$. The two resulting strings are added to $\mathcal{F}$ and returned. The string $s$ is not destroyed.

**EQUAL(s1, s2)** Returns true if and only if $s_1 = s_2$.

Note that strings are never modified or destroyed, i.e., the strings created are persistent. In the CONCATENATE operation $s_1$ and $s_2$ are allowed to refer to the same string, i.e., it is possible to construct strings of exponential length in linear time. Mehlhorn et al. [23] proved the following theorem.

**Theorem 2.1.** (Mehlhorn et al. [23]) There exists a persistent string implementation which supports STRING and EQUAL in $O(1)$ time, and CONCATENATE and SPLIT in $O(\log n(\log^* N)^2 + \log n)$ time, where $n$ is the length of strings involved in the operations.

In the above theorem we assumed that a lookup in the $\text{Sig}$ function takes constant time. In [23] the $\text{Sig}$ function is stored using a search tree, implying that it takes time $\log m$ to make a lookup, where $m$ is the number of operations done so far. Constant time lookup for $\text{Sig}$ can be achieved by using randomization or using more than linear space by either using dynamic perfect hashing [10] or using a digital search tree of degree $N^c$ [22], $0 < c < 1$. The number of lookups to the $\text{Sig}$ function for each CONCATENATE and SPLIT operation is $O(\log n \log^* N)$. Since the maximal block size is 4, $\text{Sig}^{-1}$ can be computed in constant time if $\text{Sig}^{-1}$ is stored as an array.

In Section 4 we show how to improve the bounds of [23] and to extend the set of supported persistent string operations with the following operations.

**COMPARE(s1, s2)** Returns the lexicographical order of $s_1$ relative to $s_2$, i.e., if $s_1 = s_2, s_1 < s_2$, or $s_1 > s_2$.

**LCPREFIX(s1, s2)** Returns $|\text{LCP}(s_1, s_2)|$. 
LCSUFFIX(s₁, s₂) Returns |lcs(s₁, s₂)|.

To be able to refer to the length of the string we in the following assume that each string length can be stored in a single word. We additionally assume that each signature σ has associated |F|. The following theorem summarizes our results in Section 4 for persistent strings.

Theorem 2.2. There exists a persistent string implementation which supports STRING in \( O(|\Sigma| \log n) \) time, EQUAL and COMPARE in \( O(1) \) time, LCPREFIX in \( O(n) \) time, LCSUFFIX in \( O(\log n \log^* N) \) time, and CONCATENATE and SPLIT in \( O(\log n \log^* N + \log |\Sigma|) \) time, where \( n \) is the length of strings involved in the operations.

3 Dynamic pattern matching

In this section we will describe how to implement a data structure for the dynamic pattern matching problem, with the claimed update and query time bounds.

Let \( \mathcal{G} \) denote a family of strings over a fixed alphabet \( \Sigma \). An occurrence of a string \( s \) in family \( \mathcal{G} \), is a pair \((s', p)\) where \( s' \in \mathcal{G} \) and \( p \) specifies the specific location of the occurrence within \( s' \). Let \( index(p) \) denote the index offset of this location in \( s' \), i.e., it satisfies \( s = s'[index(p), index(p) + |s| - 1] \). We denote the set of all occurrences of \( s \) in \( \mathcal{G} \) by \( Occ(s, \mathcal{G}) \).

The dynamic pattern matching problems is to maintain a data structure for a family of strings \( \mathcal{G} \) which supports the updates STRING, SPLIT and CONCATENATE for strings in \( \mathcal{G} \) defined as in last section, but without the persistence, i.e., the arguments to SPLIT and CONCATENATE are removed from \( \mathcal{G} \) by the call. In addition to these update operations the data structure supports the search query:

**FIND(s)**: Return the set of all occurrences of \( s \in \mathcal{G} \).

For the rest of this section we let \( n \) denote the total size of \( \mathcal{G} \), i.e., \( n = \sum_{s \in \mathcal{G}} |s| \).

Theorem 3.1. There exists an implementation for the dynamic pattern matching problem which supports CONCATENATE, STRING in \( O(\log^2 n \log \log n \log^* n) \) time, SPLIT in \( O(\log n \log^* n) \) time and FIND(s) in \( O(\log c \log \log n) \) time where \( oc \) is the number of occurrences.

Here, and in the following we have used the fact that \( O(\log^2 N) = O(\log^* n) \). The number of signatures \( N \) used to maintain \( \mathcal{G} \) together with an auxiliary internal family of strings, is always polynomially bounded in \( n \), since each operation is polynomial in \( n \) and hence atmost introduce a polylogarithmic number of signatures.

The occurrences returned by the FIND operation are represented by pointers into the specific occurrences in lists representing the strings. For each pointer we need (as usual) additional \( O(\log n) \) time to compute the exact offset \( index(p) \) of the occurrence. That is the time for FIND is \( O(occ \log n + \log \log \log n) \) when output is required in this form.

3.1 The data structure

The data structure consists of several ingredients, where the primary part consists of a combination of a range search structure with the persistent string data structure.

For each string \( s \in \mathcal{G} \) we maintain a list \( l(s) \), where the \( i \)th character in \( s \) is the \( i \)th node in \( l(s) \). These lists are maintained by balanced trees under join and split operations, such that given index \( i \) one can report the \( i \)th node \( l(s)[i] \) and return the rank of a node, see e.g., [6]. The set of all nodes for all lists for \( \mathcal{G} \) is denoted \( L \).

The strings in \( \mathcal{G} \) and substrings of these (specified later) will be represented in a larger family of strings, denoted as \( \mathcal{F} \). The family \( \mathcal{F} \) will be maintained using the persistent string data structure, see Theorem 2.2. Hence we can efficiently concatenate, split, compare etc. the strings in \( \mathcal{F} \). Furthermore we assume the reverse representation of every string \( t \in \mathcal{F} \) to be in \( \mathcal{F} \) as well, i.e., \( t^R \in \mathcal{F} \). This only increases the time requirement for the split and concatenation operation on \( \mathcal{F} \) by a constant factor. To each string \( s \in \mathcal{G} \) we associate two values; its signature \( \sigma \) representing the string in \( \mathcal{F} \), thus \( \sigma = s \), and a pointer to the tree structure associated to \( l(s) \). These two values describe the interface between the pattern matching part in this section and the persistent data structure. Given \( \sigma \) and \( Sig \) one we can unpack the signature encoding shrink \( j \) \( (s) \) and pow \( j \) \( (s) \) for any level \( j \). The tree structure can be used to access a node with index \( i \) in \( l(s)[i] \) in \( O(\log n) \) time.

3.2 How to combine range search and persistent strings

First we describe a simple method which combines the data structure for the persistent string data structure given in Section 2 with a dynamic two-dimensional orthogonal range search structure. The elements of this range search structure are pairs of strings from the persistent family of strings, with ordering provided through the lexicographic order of the strings (w.r.t. some arbitrary fixed ordering of the alphabet \( \Sigma \)). Our first simple approach for the dynamic pattern matching achieves the claimed search bound but without meeting the claimed time bounds.
for split and concatenation. Next we extend this simple approach such that we obtain the claimed bounds for updates as well.

Consider a string $s$ in our family of strings $\mathcal{G}$. For each index $i$ in $s$ assume that the two substrings $s[i..i-1]$ and $s[i..|s|]$, denoted the context strings for index $i$ are in the string family $\mathcal{F}$. For a node $x \in t(s)$ with index $i$, we associate an anchor, denoted $\text{Anc}(i)$, defined to be the triple $(s[i..i-1], s[i..|s|], x) \in F \times F \times L$. For all strings in $\mathcal{G}$ and indices in these, let $R$ be the set of anchors kept in a dynamic range search structure. We claim that provided a string $v \in \mathcal{G}$, we can now efficiently report all occurrences of $w$ within strings in $\mathcal{G}$. Choose any index $i$ in $w$ with anchor $(a, b, x)$. Let $\$ be a letter in the alphabet larger than letters occurring in strings for $\mathcal{G}$. The range search supported for $R$ is now able to report anchors $(p, s, y) \in R$, where $a \leq p \leq b$ and $b \leq \$s$. Next we show that each reported anchor identify an occurrence, and each occurrence is reported once. For an anchor $(p, s, y)$ reported we have that $a$ is a suffix of $p$ and $b$ is as prefix of $s$. That is $w$ occurs in the string $ps \in \mathcal{G}$ at index $i - 1$, where $i = \text{index}(y)$. We say the index $i$ of $w$ aligns with the index $i'$ of $ps$. Finally, for each occurrence of $w$ precisely one index in the occurrence aligns with an index $i$ in $w$. The comparisons with respect to the lexicographic ordering among strings in $\mathcal{F}$ are done in worst-case constant time according to Theorem 2.2. Since the number of anchors equals the total length of strings in $\mathcal{G}$, this range search can be performed in time $O(|\log n\log|n| + o(\log n))$ worst-case, see [8]. Furthermore constructing the strings $\$a$ and $\$b$ needed as the range bounds are done in time $O(\log n\log|n|)$ according to Theorem 2.2.

The problem with the above strategy is that concatenation and split operations on strings in $\mathcal{G}$ affects a number of anchors linear to the size of the updated strings. In order to avoid this we will limit the amount of indices we associate anchors to, together with a certain limitation on the lengths of the associated context strings. These limitations make extensive use of the properties with respect to the signature encodings of the strings.

### 3.3 Associating anchors to signatures

Let $x = \text{shrink}_j(t)$ and $y = \text{shrink}_j(s)$ for a $j \geq 0$ in the signature encodings for two strings $s, t \in \mathcal{G}$. First we show how many indices $i \in x$ and $k \in y$ can align. The offset of an index $i$ in $x$, denoted $\text{offset}_i(x) = |x[i..i-1]| + 1$, is the index in $t$, where the signature $x[i]$ starts its encoding in $t$. Let $s$ be a search string. We say index $k$ aligns with index $i$ if $s[\text{offset}_s(k) - 1]$ is a suffix of $t[\text{offset}_t(i) - 1]$, and $s[\text{offset}_s(k) - 1]$ is a prefix of $t[\text{offset}_t(i) - 1]$. For $k$ aligned with $i$, we say this alignment is relative to the occurrence of $s$ in $t$ with offset $\text{offset}_t(k) - \text{offset}_t(i) + 1$. Note that for $s$ a substring of $t$, it is not necessarily the case that $\text{shrink}_j(s)$ and $\text{shrink}_j(t)$ contains any aligned indices. However, choosing $j$ sufficiently small this will be the case.

Let $s$ be a substring of $t$. For level $j = 0$ every index in $\text{shrink}_j(s)$ aligns with an index in $\text{shrink}_j(t)$, corresponding to the approach given in Section 3.2. The context string which we will associate to an index at level $j$ depend on the signature encoding at level $j$. Our goal is to maximize the level $j$ thus minimizing the size of the signature encoding an anchor at that level depends on. However the level should still be small enough such that we can find an index which aligns. Fix $\Delta > \Delta_L + \Delta_R + 4 = O(\log^* n)$. It is possible to show the following lemma.

**Lemma 3.1.** Let $t = t's$ and $s = s_1s_2$ then

i) $\text{shrink}_j(t) =
\text{pref}_\Delta(\text{shrink}_j(t'))w_1\text{inf}_\Delta(\text{shrink}_j(s)): \text{w}_2\text{su}_\Delta(\text{shrink}_j(t'))$, where $|w_1|, |w_2| \leq 2\Delta$,

ii) $\text{shrink}_j(s) = \text{pref}_\Delta(\text{shrink}_j(s_1))w_1: \text{su}_\Delta(\text{shrink}_j(s_2))$, where $|w_1| \leq 2\Delta$.

For every level $j$ in the signature encoding it follows from Lemma 3.1(i) that the (possible empty) suffix

$\text{protected}_j(s) = \text{shrink}_j(s)[\Delta + 1..|\text{shrink}_j(s)| - \Delta]$ must be a substring of $\text{shrink}_j(t)$.

Hence choosing $j$ small enough such that $\text{shrink}_j(s) > 2\Delta$, we have $|\text{protected}_j(s)| > 0$. Thus for each occurrence of $s$ in the string $t$, any index $k$ in $\text{protected}_j(s)$ aligns with an index $i$ in $\text{shrink}_j(t)$. We call the indices in substring $\text{protected}_j(s)$ within $\text{shrink}_j(s)$ for protected indices. The context strings associated to $i$ should be large enough to cover the string $s$. Let the left boundary of an index $i$, denoted $\text{lb}(i)$, be an index smaller than $i$. Similarly the right boundary of $i$, $\text{rb}(i)$ is an index larger than $i$. Let $l, p$ and $r$ be the offsets of $\text{lb}(i)$, $i$ and $\text{rb}(i)$ respectively. The anchor associated to $i$, $\text{Anc}(i)$, is then the triple $(t[l..p-1], t[p..r-1], t[i]) \in F \times F \times L$. Our goal is to minimize the distance of $\text{lb}(i)$ and $\text{rb}(i)$ from $i$, but still such that the context string associated $i$ covers $s$. The larger we choose $j$, the smaller distance of the boundaries from $i$ can be allowed. Hence $j$ should be chosen as large as possible, but still small enough such that $|\text{protected}_j(s)| > 0$. However, we cannot ensure the length of $\text{shrink}_j(s)$ to be of bounded length for the maximal level with $|\text{protected}_j(s)| > 0$. That is $\text{rb}(i) - \text{lb}(i)$ need to be arbitrary large, implying
that we only can afford to have anchors to a subset of the indices at a given level. The idea is to exploit that there is a level where \(|\text{protected}_j(s)| > 0\), and at the same time \(\text{shrink}_j(s)\) only contains a few different signatures, i.e., \(\text{pow}_j(s)\) is of short length. Each index at level \(j\) for which we associate an anchor (with perhaps large context strings) is associated one of these different signatures, and hence the context strings only spans infixes with few anchors. In the following we formalize the above discussion.

Let \(x = \text{shrink}_j(s)\). Define the set of breakpoints for \(x\) by \(\text{BP}(x) = \{i \mid x[i] \neq x[i + 1]\}\). We consider two cases for a level \(j\) of the signature encoding of \(s\).

**Case 1** \(|\text{pow}_j(s)| \leq 12\Delta\) for \(j = 0\).

**Case 2** \(|\text{shrink}_j(s)| > 3\Delta\) and \(\text{BP}(\text{shrink}_j(s))| \leq 12\Delta\) for some \(j > 0\).

**Lemma 3.2.** For any string \(s \in \mathcal{G}\), either Case 1 or Case 2 (or both) are satisfied.

**Proof.** Suppose Case 1 is not satisfied. Then let \(j = \min\{i \mid |\text{pow}_j(s)| \leq 12\Delta\}\). Then \(|\text{pow}_j(s)| > 12\Delta\) and since each block has size at most 4, we have \(|\text{shrink}_j(s)| \geq \frac{1}{4}|\text{pow}_j(s)| > 3\Delta\). By minimality of \(j\), \(|\text{BP}(\text{shrink}_j(s))| = |\text{pow}_j(s)| \leq 12\Delta\), so level \(j\) satisfies Case 2.

**Lemma 3.3.** Let \(s, t \in \mathcal{G}\) and let \(j\) be such that Case 1 or Case 2 form Section 3 are satisfied. For any breakpoint \(i\) in \(M(s)\) and any occurrence \((t, p) \in \text{Occ}(s, \mathcal{G})\), there exists \(i' \in \text{BP}(\text{shrink}_j(t))\) such that \(i\) aligns with \(i'\) relative to occurrences of \(s\) in \(t\) with offset \(\text{index}(p) = \text{offset}_j(i') = \text{offset}_j(i) + 1\).

**Proof.** First if \(j = 0\) with Case 1 satisfied the lemma is immediately true since all of \(\text{shrink}_k(s)\) is a infix a position a offset \(p\) for each occurrence \((t, p) \in \text{Occ}(s, \mathcal{G})\).

Consider the case for \(j > 0\) such that Case 2 satisfied. Let \((t, p) \in \text{Occ}(s, \mathcal{G})\) and \(i \in M(s)\). Write \(t\) as \(t_1 \leq t_2\) where \(|t_1| = \text{index}(p) - 1\). By Lemma 3.1(i) we have

\[(3.1) \quad \text{shrink}_j(t) = u \text{shrink}_j(s)[\Delta + 1..|\text{shrink}_j(s)| - \Delta] v\]

for some \(u, v \in \mathcal{E}^*\), where

\[(3.2) \quad \Pi = t_1 \text{shrink}_j(s)[\Delta:|\Delta|].\]

Since \(i \geq \Delta + 1\) (it is in \(M(s)\)), we can write (3.1) as \(\text{shrink}_j(t) = u \text{shrink}_j(s)[\Delta + 1..|\text{shrink}_j(s)| - \Delta] v\) and hence the index \(\hat{i} = |u| + i - \Delta + 1\) is a breakpoint in \(\text{BP}(\text{shrink}_j(t))\). Furthermore using (3.2)

\[\text{offset}_j(i') = |\Pi| + \text{shrink}_j(s)[\Delta + 1..|\Delta|] + |\text{shrink}_j(s)[\Delta + 1..|\Delta|] + 1 = |t_1| + \text{offset}_j(i) + 1\)

Hence index \((p) = |t_1| + \text{offset}_j(i') - \text{offset}_j(i) + 1\) and thus \(i'\) is the desired breakpoint aligned with \(i\).

It is only the breakpoints we associate anchors. Anchors associated to the breakpoint in signature encodings at level \(j\) of all strings in \(\mathcal{G}\) are kept in a range search structure denoted \(R_j\). When a search for a string \(s\) is done we use the range search structure \(R_j\) for \(j\) chosen such that Case 1 or 2. are satisfied according to Lemma 3.2. Let \(j = 0\) if Case 1 above is satisfied, or choose \(j > 0\) as in the proof of the above lemma such that Case 2 is satisfied, and let \(x = \text{shrink}_j(s)\). For Case 2 above we define the protected set of breakpoints, denoted \(M(s)\), as the breakpoints in the prefix \(\text{protected}_j(s) = \text{inf}_\Delta(x)\), i.e., \(M(s) = \text{BP}(x) \cap [\Delta + 1, \infty) - \Delta\). For Case 1 \((j = 0)\), the protected breakpoints are simply all the breakpoints, i.e., \(M(s) = \text{BP}(\text{shrink}_k(s))\). In this section we limit the exposition to the case where \(M(s)\) is nonempty, i.e., for Case 2, we assume the substring \(\text{inf}_\Delta(x)\) of length at least \(\Delta\) contains two different signatures. The special (tedious) case where \(M(s)\) is empty, i.e., \(s\) contains a long substring of small periodicity, is omitted.

Let \(s \in \mathcal{G}\) be an infix of \(t\). With the assumption that \(|M(s)| > 0\), we have a breakpoint \(i\) in \(\text{protected}_j(s)\). Hence in \(\text{shrink}_j(t)\) there is an index \(\hat{i}'\), with \(\text{Anc}(\hat{i}')\), which aligns with \(i\) by Lemma 3.3. Then it suffices to show that the context string associated to \(\text{Anc}(\hat{i}')\) covers all of \(s\). In Lemma 3.4 we show this is satisfied by choosing \(\text{lb}(i) = \max\{\{j \in \text{BP}(x) \mid [j] \cap \text{BP}(x) > 16\Delta\} \cup \{1\}\}\) and \(\text{rb}(i) = \min\{\{j \in \text{BP}(x) \mid [i..j] \cap \text{BP}(x) > 16\Delta\} \cup \{\infty\}\}\).

With sufficient large context strings we can find all occurrences using the range search structure \(R_j\) following the approach from Section 3.2. Write \(s = s_1 s_2\), where \(s_1 = s[1..\text{offset}_j(i) - 1]\). The next lemma states that for every breakpoint \(\hat{i}'\) that aligns with \(i\), the anchor associated \(\hat{i}'\) has sufficiently large context information with respect to \(s\).

**Lemma 3.4.** Let \(s, t \in \mathcal{G}\). Let \(i'\) be any breakpoint in \(\text{shrink}_j(t)\) which aligns with index \(i\) in \(\text{shrink}_j(s)\). Write \(s = s_1 s_2\), where \(s_1 = s[1..\text{offset}_j(i) - 1]\) and let \((t_1, t_2, e) = \text{Anc}(\hat{i}') \in R_j\). Then \(|s_1| \leq |t_1|\) and \(|s_2| \leq |t_2|\), i.e., \(\text{les}(s_1, t_1) = s_1\) and \(\text{lec}(s_2, t_2) = s_2\).
Proof. Let $p$ be the offset of the occurrence of $s$ in $t$ relative to the alignment of $i$ to $i'$. Let $t = t' s_t$ such that $|t'| = p - 1$. By Lemma 3.1(i) we can write:

$$\text{shrink}_j(t) = \text{pref}\Delta(\text{shrink}_j(t')) \triangleright w_1 \text{inf}\Delta(\text{shrink}_j(s)) \triangleright w_2 \text{surf}\Delta(\text{shrink}_j(t')), \text{ where } |w_1|, |w_2| \leq 2\Delta.$$ 

Let $v = \text{shrink}_j(t')[\text{lb}(i'), i' - 1]$. By the definition of an anchor $t_1 = \pi$. Recall that $i$ and $i'$ are aligned and hence we only need to show that either $\text{lb}(i') = 1$ or $\text{lb}(i')$ is an index in $\text{pref}\Delta(\text{shrink}_j(t'))$ in order to establish $|t_1| \geq |s_1|$. From definition of the left boundary we have $\text{lb}(i') = 1$ or $\text{BP}(v) = 16\Delta$. Since $\text{BP}(w_1 \text{inf}\Delta(\text{shrink}_j(s))) \leq \text{BP}(\text{shrink}_j(s)) + 2\Delta \leq 14\Delta$ according to Lemma 3.2, $\text{lb}(i')$ must be an index in $\text{pref}\Delta(\text{shrink}_j(t'))$. A similar argument shows $|w_1| \leq |w_2|.$

3.4 Searching A search operation is carried out in three steps:

1. Find level $j$ according to Lemma 3.2, and a breakpoint $i \in M(s)$. Compute the offset $p = \text{offset}_i^j(i)$.\text{index} in $s$.

2. Construct and insert the strings $s_1 = s[i .. p - 1]$, $s_2 = s[p, s]$, $s_1$, and $s_2$ into $F$ using the Split and Concatenate operations on $s \in F$.

3. Report occurrences (represented as nodes in $L$) using the range search structure $R_j$.

In order to determine the quantities in step 1, above we show that it is sufficient to examine a portion of size $O(\Delta)$ of the signature encoding of $s$.

First if $|\text{pow}_c(s)| \leq 12\Delta we let $j = 0$. Otherwise we expand the signature strings of $s$ starting from the root signature until we reach a level $j$ such that Case 2 is satisfied for $j$. Then by the Lemma 3.5 below, we can efficiently derive the quantities $i$ and $p$ needed in addition to $j$ for step 1. Recall from Section 2 that we can expand a signature string to the next level using the inverse mapping $\text{Sig}^1$ in time linear to the length of the expanded string. Hence the total time to expand level by level until the string $\text{pow}_j(s)$ is expanded for a level $j$ satisfying $|\text{shrink}_j(s)| > 3\Delta$ and $|\text{BP}(\text{shrink}_j(s))| = |\text{pow}_j(s)| \leq 12\Delta$ (Case 2), is bounded by the total length of these expanded signature strings, i.e., bounded by $O(|\text{pow}_j(s)|) = O(\Delta)$.

Note that by Lemma 3.2 Case 2 will be satisfied at some stage in the absence of Case 1. In order to effectively test whether a level $j$ satisfies Case 2, we need to test whether the length of $\text{shrink}_j(s)$ exceeds $3\Delta$ without actually expanding it to its full length (unbounded in terms of $\Delta$). By $i)$ in the lemma below we can find the length of $\text{shrink}_j(s)$ in time $O(\Delta)$ on basis of the expanded string $\text{pow}_j(s)$.

Finally ii) and iii) of this lemma provide us with the remaining quantities for step 1.

Lemma 3.3. In time linear to the length of $\text{pow}_j(s)$ we can determine the following: i) the length of $\text{shrink}_j(s)$, ii) the first protected breakpoint $i \in M(s)$ (if it exists), iii) the offset $\text{offset}_i^j(i)$ of the breakpoint $i$.

Proof. Let $m = |\text{pow}_j(s)|$. In time $O(m)$ we can compute the list $\text{Sig}^1(\text{pow}_j(s)) = (\sigma_1, l_1), (\sigma_2, l_2), \ldots, (\sigma_m, l_m)$ where each pair $(\sigma_k, l_k)$ corresponds to substring $\sigma_k^l$ in $\text{shrink}_j(s)$ according to the definition of the signature encoding in Section 2, i) is simply determined by computing the sum $\sum_{k=1}^{m} l_k = |\text{shrink}_j(s)|$. ii) Let $u = \min_{w} \sum_{k=1}^{m} l_k$ > $\Delta$. Then the first protected breakpoint is $i = \sum_{k=1}^{m} l_k$, and hence $i$ can be determined by summing at most $\Delta$ terms $l_k$ to obtain such $u$ and $i$. Note that if $|\text{shrink}_j(s)| - i < \Delta$ there is no such breakpoint in $M(s)$ which we assumed not occurs. iii) To each signature $\sigma_k 1 \leq k \leq m$, the signature encoding of $s$ provide us with the lengths of expanded strings $\sigma_k^l$. Hence we can determine the sum $\text{offset}_i^j(i) = (\sum_{k=1}^{m} l_k[\pi]) + (u - 1)[\sigma_i] + 1$ in time bounded by the number of these terms, bounded by $O(m)$.

We conclude that the time to find $j$ satisfying Case 1, or 2., expand the signature strings until $\text{pow}_j(s)$, and the computation of the quantities for step 1. on basis of this string, by the discussion above and Lemma 3.5 takes time $O(\Delta)$.

Let $s_1 = s[i .. p - 1]$, and $s = s_1 s_2$. According to Theorem 2.2 we can in time $O(\log n \log^* n)$ construct and insert $s_1, s_2, s_1, s_2$ into $F$. With these strings in $F$ we can perform step 3, using the approach from Section 3.2, in time $O(\log n \log \log n + \text{oce})$ which dominates the total search time. If $P$ is an external string, we use additional $O(|P|)$ time for preprocessing $P$, the lexicographic order of $P$ with any other string in $F$ can checked in constant time.

3.5 Concatenate and split In this section we describe how to perform concatenation of two strings in $G$. The split operation for a string in $G$ is done in a similar manner and omitted.

3.5.1 Concatenate($s_1, s_2$) Consider two strings $s_1, s_2 \in G$ where we want to compute the concatenation $s = s_1 s_2$ and insert this string $s$ into $G$, destroying $s_1$ and $s_2$. First the signature encoding for $s$ is computed and inserted into the auxiliary string family $F$ through the Concatenate operation for this family. Next a new list $l(s)$ for $s$ is created by
joining \(l(s_1)\) and \(l(s_2)\). This means that the node information associated the anchors in the various range search structures \(R_j\) is considered as nodes in \(l(s)\) instead.

The main part of the computation consists of restructuring the various range search structures \(R_j\) such that they contain anchors with respect to the new context information relevant for \(s\). From Lemma 3.1(ii) we have that

\[
\text{shrink}_i(s) = \text{pref}_\Delta(\text{shrink}_i(s_1)), w_i \text{ suf}_\Delta(\text{shrink}_i(s_2)),
\]

where \(|w_i| \leq 2\Delta\). We will only be concerned with associating anchors properly to the breakpoints (the constructing of \(\text{shrink}_i(s)\) is a part of the persistent data structure). We have

- The anchors associated to the suffix and prefix of length \(\Delta\) to respectively \(\text{shrink}_i(s_1)\) and \(\text{shrink}_i(s_2)\) should be deleted from \(R_i\).
- The anchors in \(\text{pref}_\Delta(\text{shrink}_i(s_1))\) and \(\text{suf}_\Delta(\text{shrink}_i(s_2))\) which are depend on \(w_i\) should be updated.
- New anchors should be associated to the \(\mathcal{O}(\Delta)\) breakpoints in \(w_i\).

We will describe how to associate anchors to breakpoints in \(w_i\) and construct new anchors for those outside \(w_i\) with affected context. Removal of anchors are done in a similarly way and thus omitted. First we show that at most \(\mathcal{O}(\Delta)\) new anchor have to be constructed. An anchor to a breakpoint \(k\) does by definition only depend on index \(l\) the number of breakpoints between \(k\) and \(l\) are \(\mathcal{O}(\Delta)\). Hence, at most \(\mathcal{O}(\Delta)\) breakpoints in \(\text{shrink}_i(s_1)\) and \(\text{shrink}_i(s_2)\) should have their associated anchors updated, thus bounding the total number of new anchors to be created to \(\mathcal{O}(\Delta)\). By the same argument it follows that an infix \(IP(i)\) of \(pow_i(s)\) of size \(\mathcal{O}(\Delta)\) covers all these breakpoints in \(\text{shrink}_i(s)\), and including the indices these context strings depends on. Similar to the search routine above we will update anchors in \(\text{shrink}_i(s)\) using \(pow_i(s)\). However we only expand to the next level in order to get \(IP(i)\). The technique to do this is (tedious and) similar to the search routine, and omitted here. Let \(l\) be the left most index in \(IP(i)\). Given the offset \(\text{offset}_i(l-1)\) and \(IP(i)\) we proceed to show how to compute the new anchors. Each signature in \(IP(i)\) represents a breakpoint for an index in \(\text{shrink}_i(s)\). Denote the anchor for index \(k\) in \(\text{shrink}_i(s)\) as \(\text{Anc}_i(k)\). Scanning \(IP(i)\) we detect \(lb(k)\) and \(rb(k)\) in \(\mathcal{O}(\Delta)\) time. Using Lemma 3.5 and adding \(\text{offset}_i(l-1)\) we get the offsets \(\text{offset}_i(l, k)\), \(\text{offset}_i(lb(k))\), and \(\text{offset}_i(rb(k))\) in time \(\mathcal{O}(\Delta)\). Using the tree structured associated to the list \(l(s)\) we compute the node \(l(s)[\text{offset}_i(k)]\) in time \(\mathcal{O}(\log n)\). Finally by applying the persistent SPLIT operation on \(s \in \mathcal{F}\) for the offsets, the two context strings for the anchor are generated in \(\mathcal{F}\) in \(\mathcal{O}(\log n \log^* n)\) time according to Theorem 2.2. The new anchor is inserted in the range search structure \(R_i\) in time \(\mathcal{O}(\log n \log \log n)\), see [8].

In total, at each of the \(\mathcal{O}(\log n)\) levels we update \(\mathcal{O}(\Delta)\) anchors in time \(\mathcal{O}(\log n \log^* n)\) and insert/delete these in a range search structure in time \(\mathcal{O}(\log n \log \log n)\), summing to \(\mathcal{O}(\log n \log^* n) \cdot (\log n \log^* n + \log n \log \log n) = \mathcal{O}(\log^2 n \log \log n \log^* n)\).

4 Persistent strings

We represent a persistent string \(s\) by the root-signature \(\sigma\) of a signature encoding of \(s\). We denote this the implicit representation of \(s\). This implies that a string can be stored in a single word plus the space required to store the signature function \(\Sigma_g\). The lower levels of the signature encoding of \(s\) can be extracted from \(\sigma\) by recursively applying \(\Sigma_g\), especially the neighborhoods of a signature in a signature string which need to be considered by the different operations can be constructed when required.

We would like to note, that this is an essential difference compared to the representation used in Mehlhorn et al. [23]. They represent a string by a persistent data structure which consists of a linked list of rooted trees, each tree storing one level of the signature encoding of the string. Their representation implies an overhead of \(\mathcal{O}(\log n)\) for accessing each level of the encoding of a string. Our simplified representation avoids this overhead.

By using the implicit representation of strings we get Lemma 4.1 below, improving and extending the result of Mehlhorn et al. [23].

**Lemma 4.1.** The operations STRING and EQUAL can be supported in \(\mathcal{O}(1)\) time, CONCATENATE, SPLIT, and LCSUFFIX in time \(\mathcal{O}(\log n \log^* N)\) time, and LCMPREFIX and COMPARE in \(\mathcal{O}(\log n)\) time, where \(n\) is the length of string involved in the operations.

**Proof.** The operation STRING \((a)\) returns \(\Sigma_g(a)\), and EQUAL \((s_1, s_2)\) returns true if and only if the root-signatures of the signature encodings of \(s_1\) and \(s_2\) are identical. The details of the other operations will be given in the full version of the paper.
4.1 Maintaining strings sorted In this section we prove Theorem 2.2, i.e., we describe how to reduce the time for performing comparisons on persistent strings to $O(1)$ time while maintaining the asymptotic times for the update operations STRING, CONCATENATE and SPLIT except for an additive $\log \Sigma$ term. The ideas used are: i) keep all persistent strings lexicographical sorted, and ii) associate with each string $s$ a key $\text{key}(s)$, such that two strings can be compared by comparing their associated keys in $O(1)$ time.

Data structures for maintaining order in a list have been developed by Dietz [7], Dietz and Sleator [9] and Tsakalidis [27]. The data structure of Dietz and Sleator [9] supports $\text{INSERT}(x,y)$, $\text{DELETE}(x)$ and $\text{ORDER}(x,y)$ operations in worst-case $O(1)$ time. The operation $\text{INSERT}(x,y)$ inserts element $y$ after $x$ in the list, and $\text{DELETE}(x)$ deletes $x$ from the list. The query $\text{ORDER}(x,y)$ returns if $x$ is before $y$ in the list.

The key we associate with each persistent string is a “handle” given by the data structure of Dietz and Sleator [9]. A $\text{COMPARE}(s_1,s_2)$ query can now be answered in worst-case $O(1)$ time by applying $\text{EQUAL}(s_1,s_2)$ and by applying $\text{ORDER}(\text{key}(s_1),\text{key}(s_2))$.

In the remaining of this section we describe how new strings created by STRING, CONCATENATE and SPLIT can be added to the lexicographical sorted list of strings, i.e., how to locate where to insert new strings into the data structure of Dietz and Sleator. A straightforward implementation is to store the strings as elements in a balanced search tree and to use the $\text{COMPARE}$ operation when searching in the search tree. This implementation requires $O(\log m \log n)$ time for each string created, where $m$ is the number of strings stored. By maintaining a collection of tries we can avoid the $\log m$ factor. Details are left for the full version of the paper.
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