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Abstract
We present an external-memory priority queue structure supporting Insert and DeleteMin with
amortized O(1) and O(lg N) comparisons, respectively, and amortized O

(
1
B

)
and O

(
1
B

logM/B
N
B

)
I/Os, respectively. Here, M is the size of the internal memory, B is the block size of I/Os between
internal and external memory, and N is the number of elements in the priority queue just before
an operation is performed. Previous external-memory priority queues required amortized O(lg N)
comparisons and O

(
1
B

logM/B
N
B

)
I/Os for both Insert and DeleteMin. The construction requires

the minimal assumption M ≥ 2B.
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1 Introduction

Priority queues are fundamental data structures with a host of applications. For example,
algorithmic applications for priority queues range from classic results for sorting (such as
heapsort) [13, 31, 32] and network optimization [19] to recent instance-optimal results for
graph algorithms [22, 23]. In addition, priority queues have been developed for external-
memory models [3, 6, 12, 18, 25, 26], ideal-cache models [4, 9], concurrent models [29], and
RAM models [30]. Thus, it is desirable to design efficient priority queue data structures.

Throughout the paper, we assume a priority queue stores a multi-set of elements, where
each element is a ⟨key, value⟩ pair, and the keys are from some totally ordered universe.
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3:2 External-Memory Priority Queues with Optimal Insertions

In the following, a comparison between two elements refers to the comparison of the two
elements’ keys.

Part of the reason priority queues are so broadly applicable is that they are defined in
terms of two simple and useful operations:

Insert(e) inserts an element e.
DeleteMin() extracts and returns an element from the priority queue with minimum
key. If several elements have equal keys, an arbitrary one of those is returned. This
operation requires the priority queue to be non-empty before the operation.

Moreover, in internal memory, it is possible to design priority queues that hold N elements
and achieve O(1) time for Insert and O(lg N) time for DeleteMin, either in the worst
case [14] or amortized [13, 31]1. Unfortunately, prior to this work, we are not aware of
any efficient data structures in external-memory models [1, 20, 21] that can match the
performance of these classic internal-memory data structures.

Internal-memory priority queues

Williams introduced the binary heap in 1964 [32], which supports Insert and DeleteMin
with O(lg N) comparisons. Since then, many priority queues have been proposed; see, e.g.,
the survey by Brodal [7]. Vuillemin [31] introduced the binomial queue and demonstrated
that it supports a sequence of N Insert and DeleteMin operations using a total of
O(N lg N) comparisons. Shortly after, Brown [13] gave a detailed analysis of binomial
queues. Binomial queues support a sequence of I Insert and D DeleteMin operations in
total O(I + D lg I) comparisons. Carlson, Munro, and Poblete [14] showed how to achieve
binomial queues supporting Insert with worst-case O(1) comparisons and DeleteMin with
worst-case O(lg N) comparisons. Fibonacci heaps, introduced by Fredman and Tarjan [19],
achieve the same amortized performance as binomial queues for Insert and DeleteMin
operations. Additionally, they support the DecreaseKey operation in amortized O(1) time
and comparisons, allowing the key of an element to be replaced with a smaller key. Relaxed
heaps, proposed by Driscoll, Gabow, Shrairman, and Tarjan [16], matched these bounds in
the worst case.

External-memory model and priority queues

Aggarwal and Vitter [1] introduced the external-memory model as a model of computation
focusing on the communication between two levels of memory: an internal memory of size M

and an infinite external memory, where an I/O transfers a block of B consecutive memory
cells between the two levels of memory. The I/O cost of an algorithm is the number of I/Os
the algorithm performs. The minimal assumption is that B ≥ 1 and M ≥ 2B.

Aggarwal and Vitter proved that comparison-based sorting of N elements in the external-
memory model can be done with O

(
N
B logM/B

N
B

)
I/Os, and proved a matching lower bound

for comparison-based sorting. Since sorting can be performed using a priority queue by
performing N Insert operations followed by N DeleteMin operations, the amortized
I/O cost of either Insert or DeleteMin must be Ω

(
1
B logM/B

N
B

)
I/Os. Arge [3], Kumar

and Schwabe [27], and Fadel, Jakobsen, Katajainen, and Teuhola [18] presented external-
memory priority queues supporting Insert and DeleteMin in amortized O

(
1
B logM/B

N
B

)
1 lg x denotes the binary logarithm of x.
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I/Os, assuming M ≥ 2B. Brengel, Crauser, Ferragina and Meyer [6] presented a simple
external-memory priority queue denoted an array heap with matching I/O bounds, assuming
B logM/B

N
B ≤ M . Brodal and Katajainen [12] achieved a matching worst-case I/O cost.

Since the number of DeleteMin operations is always no more than the number of Insert
operation, we can charge the deletion cost to the insertions, i.e., we can restate the amortized
costs to be O

(
1
B logM/B

N
B

)
I/Os for Insert and O(1/B) I/Os for DeleteMin (or even zero).

The question we address in this paper is whether we can swap the two I/O costs, i.e., achieve
amortized O(1/B) I/Os for Insert and O

(
1
B logM/B

N
B

)
I/Os for DeleteMin, which is

relevant when the number of Insert operations is asymptotically larger than the number of
DeleteMin operations, i.e., not all elements inserted into the priority queue are eventually
also extracted. Table 1 summarizes previous results, where we let Sort(N) = N

B logM/B
N
B ;

hence, 1
N Sort(N) = 1

B logM/B
N
B .

Frigo, Leiserson, Prokop, and Ramachandran [20, 21] introduced the ideal-cache model
by augmenting the external-memory model with an optimal offline paging mechanism. In
this model, instead of having each algorithm explicitly transfer data between the two levels
of memory, the data transfers are assumed to be performed by an optimal offline paging
mechanism. While this might seem like a strong assumption, they demonstrated that under
reasonable resource augmentation assumptions, a more realistic paging mechanism, e.g.,
the one implementing least recently used (LRU) replacement policy, is competitive with an
optimal one. Consequently, ideal-cache model allows the design of so-called cache-oblivious
algorithms – algorithms that are oblivious to the parameters M and B. Frigo et al. [20, 21]
presented cache-oblivious sorting algorithms achieving optimal I/O cost, provided a tall-cache
assumption of M ≥ B2. Brodal and Fagerberg [8] proved that the same bounds can be
achieved under the weaker tall cache assumption M ≥ B1+ε for any constant ε > 0, with
a constant overhead of 1

ε in the I/O bounds. Brodal and Fagerberg [10] proved that this
trade-off between the tall-cache assumption and the I/O cost is inherent to cache-oblivious
algorithms. Cache-oblivious priority queues were presented by Arge, Bender, Demaine,
Holland-Minkley, and Munro [4] and Brodal and Fagerberg [9] achieving O

(
1
B logM/B

N
B

)
I/Os for Insert and DeleteMin, under the tall cache assumptions M ≥ B2 and M ≥ B1+ε,
respectively.

In internal memory, several priority queues support Insert and DeleteMin in amortized
O(lg N) time, and additionally a DecreaseKey operation in amortized O(1) time (some
also in the worst-case and Insert in O(1) time). A natural question is if it is possible to
achieve similar results in external memory, i.e., N Insert and DeleteMin operations with
O

(
N
B logM/B

N
B

)
I/Os and DecreaseKey with O

( 1
B

)
I/Os. Eenberg, Larsen, and Yu [17]

proved a lower bound that this is not possible. An external-memory priority queue structure
by Kumar and Schwabe [27] supports each of the three operations with amortized O

( 1
B lg N

B

)
I/Os. Similar bounds were achieved cache-obliviously by Brodal, Fagerberg, Meyer, and
Zeh [11] and Chowdhury and Ramachandran [15]. External-memory priority queues with
improved DecreaseKey operations were presented by Iacono, Jacob, and Tsakalidis [25],
who support Update (a combination of Insert and DecreaseKey) and DeleteMin in
amortized O

(
1
B logM/B

N
B

)
and O

(⌈
Mε

B logM/B
N
B

⌉
logM/B

N
B

)
I/Os, respectively, and by

Jiang and Larsen [26], who support Insert, DeleteMin and DecreaseKey in expected
amortized time O

( 1
B lg N

B / lg lg N
)

I/Os, assuming M > B lg0.01 N .

ESA 2025



3:4 External-Memory Priority Queues with Optimal Insertions

Table 1 Selected previous and new comparison and I/O bounds for priority queues. OA denotes
amortized bounds, whereas O denotes worst-case bounds.

Comparisons I/Os
Insert DeleteMin Insert DeleteMin

Internal memory
Binary heap [32] O(lg N) O(lg N)
Binomial queue [13, 31] OA(1) OA(lg N)
Binomial queue [14] O(1) O(lg N)
External memory
Buffer tree [3]
Buffered multiway heap [18, 27]

}
OA(lg N) OA(lg N) OA

(
1
N

Sort(N)
)

OA

(
1
N

Sort(N)
)

Brodal-Katajainen [12] O(lg N) O(lg N) O
(

1
N

Sort(N)
)

O
(

1
N

Sort(N)
)

New (Theorem 1) OA(1) OA(lg N) OA

(
1
B

)
OA

(
1
N

Sort(N)
)

Cache oblivious
Arge et al. [4], Funnel-heap [9] OA(lg N) OA(lg N) OA

(
1
N

Sort(N)
)

OA

(
1
N

Sort(N)
)

Result

In this paper, we present an external-memory priority queue that is optimal both with respect
to the amortized I/Os and comparisons performed, achieving the following result.

▶ Theorem 1. There exists an external-memory priority queue supporting Insert with
amortized O(1) comparisons and O

( 1
B

)
I/Os, and DeleteMin with amortized O(lg N)

comparisons and O
(

1
B logM/B

N
B

)
I/Os, where N is the current number of elements in the

priority queue. The space usage is O
(

N
B

)
blocks. The memory size only needs to satisfy the

minimal requirement M ≥ 2B.

We achieve this result using what can intuitively be considered an element “juggling”
scheme, where we maintain three types of data structures—two in internal memory and
one in external memory, transferring elements between them as needed. In a nutshell, our
result is obtained by maintaining an internal-memory priority queue with the O(M) smallest
elements supporting Insert and DeleteMin with O(1) and O(lg M) comparisons. We also
maintain an insert-buffer in internal memory as a buffer between the internal-memory priority
queue and an external-memory structure comprising a forest of multi-way heaps. Specifically,
in external memory, we store multi-way heap structures with buffers at the nodes, somewhat
similar to an approach by Fadel, Jakobsen, Katajainen, and Teuhola [18] but adapted to
support the insertion of batches of O(M) elements using O

(
M
B

)
I/Os. Whereas nodes in

this previous construction store sorted buffers, in our construction, we maintain the forest of
heaps in external memory to use partially sorted buffers (semi-sorted at internal nodes and
lazy semi-sorted at the leaves) to avoid insertions requiring amortized Ω(lg M) comparisons.

2 External-memory priority queue

In Sections 3–7, we describe the details of an external-memory priority queue achieving
Lemma 2 below, where we bound the total number of comparisons and I/Os performed
by a sequence of priority queue operations in terms of the total numbers of Insert and
DeleteMin operations performed, denoted I and D, respectively. In Section 8, we then
apply global rebuilding to make the bounds depend on the current number of elements in
the priority queue, achieving the amortized bounds in Theorem 1.
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min-buffer S

≤ M

pivot

≤ p ≤

insert-buffer L

M

internal memoryexternal memory

C0C1C2

∆-heap

Figure 1 External-memory priority queue. All rectangles are buffers of capacity M, where the
gray area illustrates elements in buffers.

▶ Lemma 2. There exists an external-memory priority queue supporting a sequence of
I Insert and D DeleteMin operations, using a total of O(I + D lg I) comparisons and
O

(
1
B

(
I + D logM/B

I
B

))
I/Os, assuming M ≥ 2B.

Our priority queue consists of an internal-memory part and an external-memory part;
see Figure 1 for an overview. Each element is stored exactly once in our data structure. In
internal memory we store a min-buffer, a pivot element, and an insert-buffer, where the
elements in the min-buffer are all smaller than or equal to the pivot, and the elements in
the insert-buffer and external memory are all larger than or equal to the pivot element. By
default, Insert and DeleteMin are performed in internal memory without performing any
I/Os. If internal memory contains too many elements, Θ(M) elements are moved from the
insert-buffer to the external part. To perform DeleteMin when the min-buffer is empty,
Θ(M) smallest elements from external memory are moved to internal memory. We call
moving Θ(M) elements between internal and external memory a transfer. In the subsequent
sections, we describe the two parts in detail. We let M be a parameter for our construction,
such that M is even, M is divisible by B, and M = Θ(M). We choose M such that the
O(M) space internal-memory data structure in Section 3 fits into internal memory. To be
able to choose M, M is required to be sufficiently large and the internal memory to be able
to hold a sufficiently large number of blocks of size B. If M = O(1), then an internal-memory
data structure like a binomial queue already achieves the result of Lemma 2, and if the
number of blocks fitting in internal memory is too small we can simulate a smaller block size
with a constant blow up in the I/O complexity. I.e., in the following we w.l.o.g. can assume
that M and M/B are sufficiently large to be able to choose M.

3 The internal-memory part

The internal-memory part consists of a min-buffer S, a pivot element p, and an insert-buffer L.
The pivot is larger than or equal to any element in the min-buffer, and smaller than or equal
to any element in the insert-buffer and external memory. The insert-buffer is an unordered
array of at most M elements. The min-buffer stores the overall at most M smallest elements
in the priority queue, and is implemented using an internal-memory linear-space priority
queue supporting Insert in amortized O(1) time and DeleteMin in amortized O(lg n)
time, where n is the number of elements in the min-buffer. The min-buffer can, e.g., be

ESA 2025



3:6 External-Memory Priority Queues with Optimal Insertions

implemented using a binomial queue [31] or the implicit post-order heap by Harvey and
Zatloukal [24]. The total space for the internal part is O(M).

Insert(e) first compares e to the pivot p. If e ≤ p, e is inserted in the min-buffer using
the min-buffer’s Insert operation. Otherwise, e is appended to the insert-buffer. If the
min-buffer overflows, i.e., gets size M + 1, we find a new pivot p′ by applying the linear-time
internal-memory median finding algorithm by Blum, Floyd, Pratt, Rivest, and Tarjan [5] to
the elements in the min-buffer. The median, i.e., the

( M
2 + 1

)
th smallest element, becomes

the new pivot p′, the M
2 larger elements and the old pivot p are appended to the insert-buffer,

and the M
2 smaller elements are inserted into a new empty min-buffer structure using its

Insert operations. If the insert-buffer overflows, i.e., gets size > M (due to the insertion
of a single element or the old pivot p and M

2 elements being moved from the min-buffer to
the insert-buffer), we transfer M elements from the insert-buffer to the external part (see
Section 4).

For DeleteMin, if the min-buffer is non-empty, the smallest element is extracted from
the min-buffer using the min-buffer’s DeleteMin operation and returned. Otherwise, the
min-buffer is empty and the pivot p is the smallest element to be returned. To establish a
new pivot p′ and min-buffer, the M

2 smallest elements are extracted from external memory
(see Section 4) and transferred to the insert-buffer (except when the external part is empty).
This ensures that the M

2 smallest elements in the insert-buffer are now smaller than or equal
to all elements in the external part. The M

2 th smallest element in the insert-buffer is selected
as the new pivot p′ in linear time using the internal-memory selection algorithm [5]. If the
insert-buffer contains < M

2 elements, we set the pivot p to be +∞. The at most M
2 − 1

elements smaller than or equal to the new pivot p′ in the insert-buffer are deleted from the
insert-buffer and inserted into the min-buffer structure using its Insert operation. The old
pivot p is returned as the extracted minimum.

Note that a transfer either moves M elements from the internal to the external part, or
M
2 elements from the external to the internal part, i.e., the external memory always contains

a multiple of M
2 elements. Note also that the size of the insert-buffer is unchanged during

DeleteMin, provided that there are elements in external memory. Otherwise, the number
of elements in the insert-buffer decreases by M

2 .
Initially, the pivot p = +∞, such that all elements are inserted into the min-buffer until

the priority queue contains M + 1 elements, where a real element is selected as the pivot
and M

2 elements are moved to the insertion-buffer and a new min-buffer is created for the
M
2 smallest elements using repeated insertions.

4 The external-memory part

The external-memory part supports the insertion of a batch of M elements and the extraction
of the M/2 smallest elements. It consists of a set of ∆-heaps, where ∆ = M

B ≥ 2. A ∆-heap
with height h is a tree where all leaves have depth h (the root having depth zero), and all
non-leaves have exactly ∆ children. Each node contains a buffer storing up to M elements.
The elements must satisfy extended heap order, i.e., the elements in the buffer of a node u

are smaller than or equal to any element in the buffers of the children of u. A ∆-heap is a
generalization of a binary heap [32] and is very similar to the external-memory priority queue
of Fadel, Jakobsen, Katajainen and Teuhola [18], except that we do not require buffers to be
sorted (this would not be possible when insertions only perform amortized O(1) comparisons.)
The buffers in a ∆-heap store elements in various degrees of sortedness to be able to achieve
the stated insertion cost: non-leaves are semi-sorted, whereas leaves are lazy semi-sorted as
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discussed in Sections 5 and 6, respectively.
The ∆-heaps are maintained as a sequence of collections C0, . . . , CH , where Ch contains

all ∆-heaps with height h. We maintain the invariant (I1) that |Ch| < ∆ and that the total
number of leaves in the ∆-heaps is ≤ I

M (Lemma 7), where I is the total number of insertions.
This invariant ensures that the maximum height H of a ∆-heap is ≤

⌊
log∆

I
M

⌋
. The buffers

of all nodes must satisfy the following invariant (I2): The buffer of a node u stores at most
M elements. If no descendant of u stores elements, there is no lower bound on the buffer size
of u. Otherwise, the buffer of u contains at least M

2 elements. Together with the extended
heap order, this invariant implies that the M

2 smallest elements in a ∆-heap are stored in the
root buffer, except if the ∆-heap contains fewer than M

2 elements, in which case all elements
are stored in the root buffer.

When M elements are transferred from the internal to the external part, the M elements
become a single node ∆-heap with height zero that is added to collection C0. If the collection
is full, that is, |C0| = ∆, then a new root r is created for a ∆-heap of height one with each leaf
of C0 as its children. Invariant I2 is established for r by recursively pulling the M

2 smallest
elements from its children and inserting them in the buffer (the pull operation is described
below). This leaves C0 empty, and r is promoted to C1. As in a ∆-ary number system, this
promotion may propagate up through the collections, repeatedly combining ∆ ∆-heaps with
height h to a ∆-heap with height h + 1.

For a node with < M
2 elements in its buffer, a pull operation moves M

2 elements from its
children to the buffer of the node while preserving extended heap order, using Lemma 5 in
Section 5. Note that this will make the buffer contain at least M

2 elements and less than M.
If a child buffer gets size < M

2 , we recursively apply the pull operation to the child, provided
that not all subtrees below the child are exhausted.

To extract the M
2 smallest elements from the external part, first, for each collection Ci,

the M
2 smallest elements are found by considering the elements in the buffers of the roots by

applying Lemma 5 to the roots of the collection. As the elements are just identified but not
pulled from the roots, we call this a virtual pull. Second, the M

2 smallest elements among
the (H + 1) M

2 candidates from the virtual pulls are found by applying a linear-time selection
algorithm, Corollary 3 below. These elements are removed from their respective roots and
transferred to the internal part. For each root buffer now containing < M

2 elements, we
recursively pull M

2 elements from its children, to the extent possible.
Note that the total number of elements in external memory is always a multiple of M

2 ,
but this is not necessarily true for each ∆-heap due to the extractions of the smallest M

2
elements across all ∆-heaps.

5 Semi-sorted lists

Given two sequences X and Y , we say X ⪯ Y , if for every x ∈ X and y ∈ Y : x ≤ y. Note
that X ⪯ Y implies no specific order within each individual sequence X or Y .

A buffer in external memory is a linked list of blocks b1, b2, . . . , bδ, where each block
contains B elements, except possibly the first and last blocks, which contain ≤ B elements. In
the following, we simply denote such a linked list as a list. We define a list to be semi-sorted
if bi ⪯ bi+1 for every 1 ≤ i < δ. All buffers of non-leaf nodes in a ∆-heap are stored as
semi-sorted lists. The following are useful tools for working with semi-sorted buffers.

Blum, Floyd, Pratt, Rivest, and Tarjan [5] proved that the kth smallest element in a list
with N elements can be found using O(N) comparisons using a double recursion making
repeated use of scanning lists. Analyzed in the external-memory model, this immediately

ESA 2025



3:8 External-Memory Priority Queues with Optimal Insertions

implies that selection can be performed in a linear number of I/Os, and we have the following
corollary.

▶ Corollary 3 (Blum et al. [5]). Given a list of N elements and an integer 1 ≤ k ≤ N ,
the list can be partitioned into two lists X and Y , with |X| = k and X ⪯ Y , using O(N)
comparisons and O

(
N
B

)
I/Os.

▶ Lemma 4 (Constructing semi-sorted buffer). An unsorted list of Bδ ≤ M elements can be
converted into a semi-sorted list using O(Bδ lg δ) comparisons and O(δ) I/Os.

Proof. Recursively apply [5] to partition an unsorted list with δB elements into two
subproblems with ⌈δ/2⌉ B and ⌊δ/2⌋ B elements, until the subproblems are of size exactly B.
The result follows since there are ⌈lg δ⌉ levels of recursion with a linear number of comparisons
per level, and we only perform I/Os to read the initial list into internal memory and to write
the final list to external memory, since the problem fits in internal memory. ◀

▶ Lemma 5 (Pulling from semi-sorted lists). Given at most ∆ = M
B semi-sorted lists, a

semi-sorted list of the M
2 smallest elements of their union can be computed in O(M lg ∆)

comparisons and O
( M

B

)
I/Os.

Proof. Read the first block from each semi-sorted list into internal memory and insert the
largest element of each block into a binary min-heap Q [32]. Then, delete the smallest
element from Q, read the next block from the corresponding semi-sorted list, and insert the
largest element of this block into Q. Let X denote the elements in blocks whose maximums
have been deleted from Q, and Y the elements in blocks whose maximums are in Q. Repeat
this process of reading blocks until |X| ≥ M

2 . In total, Θ
( M

B

)
blocks are read, where the

maximum is computed of each block and each block requires O(1) heap operations on Q,
where |Q| ≤ ∆. This initial phase requires a total of O

(
M + M

B · lg ∆
)

comparisons and
Θ

( M
B

)
I/Os.

Let x be the last element deleted from Q. We have max (X) ≤ x, since when the lists
are semi-sorted, elements will be extracted in non-decreasing order from Q. From each list,
we have a block represented in Q with maximum ≥ x, so all remaining unread elements in
the lists are also ≥ x. Thus, the M

2 smallest elements can be found by a single partition
of X ∪ Y using O(M) comparisons and O

( M
B

)
I/Os per Corollary 3. They can then be

converted to a semi-sorted list using additional O(M lg ∆) comparisons per Lemma 4. ◀

6 Lazy semi-sorted lists

Since I insertions can create Θ(I/M) leaf buffers of size M, they cannot all be semi-sorted,
as that would require Θ(I lg ∆) comparisons. The lower bound of Ω(M lg ∆) comparisons
for the multiple selection problem for each buffer is due to Dobkin and Munro [2, Theorem 1].
Instead, a leaf buffer with M elements is stored as a lazy semi-sorted list, see Figure 2. A
lazy semi-sorted list stores the M elements as a sequence of chunks c1 ⪯ c2 ⪯ · · · ⪯ cd,
where d =

⌈
lg M

B

⌉
+ 1 and, initially, the elements inside a chunk are stored in arbitrary order.

Chunk c1 stores B elements, ci stores B2i−2 elements for 2 ≤ i < d, and cd stores the largest
M − B2d−2 elements. If each chunk is converted into a semi-sorted list, and all chunks are
concatenated, we have a semi-sorted list for the buffer. The basic idea is to exploit that a
∆-heap always accesses the blocks of a semi-sorted buffer left-to-right, implying that we can
delay expanding a chunk into a semi-sorted sequence of blocks using Lemma 4 until the first
block of the (semi-sorted version of the) chunk is accessed, hence the name lazy semi-sorted.
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b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 b13 b14

c1 c2 c3 c4 c5

c5

⪯ ⪯ ⪯ ⪯

⪯ ⪯ ⪯ ⪯ ⪯ ⪯ ⪯ ⪯

Figure 2 A lazy semi-sorted list. Top: Initial unsorted list of blocks b1, . . . , bM/B . Middle: Initial
chunks c1 ⪯ · · · ⪯ c5. Bottom: The state after the first five blocks b1, . . . , b5 in the semi-sorted list
have been accessed, i.e., the chunks c1, . . . , c4 have been made into semi-sorted sublists.

The initial partitioning of a buffer into chunks is done by recursively partitioning the half
with the smaller elements using Corollary 3.

▶ Lemma 6 (Lazy access cost). Initializing a lazy semi-sorted list of M elements requires
O(M) comparisons and O

( M
B

)
I/Os. The cost of accessing the first k ≤ M

B blocks of the
lazy semi-sorted list requires O(Bk lg k) comparisons and O(k) I/Os.

Proof. To initialize the lazy semi-sorted list, all M elements are first read into internal
memory using O

( M
B

)
I/Os. No further I/Os are performed, except for eventually writing

the output to external memory. The initial chunks, with elements in arbitrary order, are
constructed one at a time by repeatedly applying Corollary 3 to find the appropriate number
of largest elements. By constructing the chunks in the order cd, cd−1, . . . c0 from the largest
to the smallest, the number of remaining elements decreases geometrically, leading to a total
of O(M) comparisons.

If the k first blocks of elements have been accessed, then chunks c1, . . . , c⌈lg k⌉+1 have
been semi-sorted, i.e., fewer than 2k blocks. Note that c1 and c2 only consist of a single
block, i.e., they are already semi-sorted at initialization. By applying Lemma 4, semi-
sorting the remaining ⌈lg k⌉−1 accessed chunks requires O

(∑⌈lg k⌉−1
i=1 B2i lg 2i

)
= O(Bk lg k)

comparisons and O
(∑⌈lg k⌉−1

i=1 2i
)

= O(k) I/Os. ◀

The idea of lazy semi-sorted buffers is that they allow us to charge the non-linear
comparison cost of constructing a semi-sorted buffer to the pull operations on the buffer, in
particular, the pull operations triggered by deletions.

7 Analysis

When Insert and DeleteMin can be performed entirely within the internal part, no I/Os
are performed. The number of comparisons is O(1) for Insert and O(lg min(M, I)) for
DeleteMin, plus the cost of moving elements from the min-buffer to the insert-buffer. If an
insertion causes the min-buffer to overflow, we spend O(M) comparisons moving elements
to the insert-buffer and building a new min-buffer. This can only happen once every M

2
insertion, so the total cost for this is O(I) comparisons and no I/Os.

A transfer either moves M elements from the internal to the external part, or M
2 elements

from the external to the internal part. The following lemma bounds the number of transfers
in each direction in terms of I and D.

▶ Lemma 7 (Bounding transfers). The number of transfers from the internal to the external
part is ≤ I

M . The number of transfers from the external to the internal part is ≤ 2D
M .

Proof. We first consider the number of transfers from the internal to the external part. Let
ϕ ≥ 0 be the number of elements in the min-buffer beyond the first M

2 elements plus the
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number of elements in the insert-buffer. Insertions cause ϕ to increase by at most one, and
deletions do not cause ϕ to increase. A transfer to the external part decreases ϕ by M,
whereas a transfer to the internal part of M

2 elements leaves ϕ unchanged, since the min-buffer
gets size M

2 − 1 and the size of the insert-buffer does not change. It follows that ϕ only
increases during the I insertions, where the total increase is ≤ I, and each transfer to the
external part decreases ϕ by M, i.e., the number of transfers to the external part is at
most I

M .
The size of the min-buffer can only decrease below M

2 due to a deletion, where it decreases
by one. (When the size of the min-buffer decreases because half of the elements are moved to
the insert-buffer, the min-buffer changes size from M + 1 to M

2 .) A transfer to the internal
part occurs when the size of the min-buffer is zero before the deletion, but then the min-buffer
has size M

2 − 1 after the deletion and the next M
2 − 1 deletions do not cause a transfer

to the internal part. It follows that at most every M
2 deletion can cause a transfer to the

internal part. The first transfer to the internal part can only happen after a transfer to
the external part has occurred, which first can happen after the pivot p ̸= +∞, where the
size of the min-buffer is M

2 , i.e., there must have been at least M
2 deletions before the first

transfer to the internal part. It follows that the number of transfers to the internal part is at
most 2D

M . ◀

The key part of the analysis is threefold. First, we bound the cost to restore invariants I1
and I2 whenever elements are removed from the internal nodes of the external part. Second,
we bound the cost of accessing the lazy semi-sorted leaves. The access cost of a leaf refers to
the cost of semi-sorting its chunks. Third, we bound the cost involved with transfers between
internal and external memory. We define the height of a node in a ∆-heap to be the height
of the subtree rooted at the node (leaves have height zero).

▶ Lemma 8 (Total pull cost excluding leaf access). The total number of pulls is O
(

I
M∆ + DH

M
)

and their total cost is O
(

I lg ∆
∆ + D lg I

M

)
comparisons and O

(
I

M + DH
B

)
I/Os, excluding

the cost of accessing the leaves.

Proof. A pull at a node increases the height of M
2 elements from the buffers of the children

by one, except the last pull at a node that exhausts all subtrees at the children, where at
most M

2 elements have their height increased by one. By Lemma 7, at most I
M leaves are

created, i.e., the maximum height of a ∆-heap is H ≤ log∆
I

M . For a height h, 1 ≤ h ≤ H,
we bound the number of pulls Ph to nodes with height h by bounding the number of elements
that could have been moved to a height ≥ h or transferred to the internal memory, the
latter being bounded by D by Lemma 7. Since there are ≤ I

M leaves, the number of nodes
at height h is ≤ I

M∆h , implying that the number of elements that could ever have been
pulled to height h (and possibly further up) is at most D + M

∑H
j=h

I
M∆j . Since each

non-exhausting pull moves M
2 elements one level up, and each node with height h can have

one final pull exhausting all children, we get that the final number of pulls to height h is
Ph ≤

(
D + M

∑H
j=h

I
M∆j

)
/ M

2 + I
M∆h = O

(
I

M∆h + D
M

)
, as ∆ ≥ 2.

The total number of pulls is then
∑H

h=1 Ph = O
(

I
M∆ + DH

M
)
. Excluding the cost of

accessing the leaves, we may treat each pull as being from semi-sorted lists. Applying Lemma 5,
the total number of comparisons is O

((
I

M∆ + D
M log∆

I
M

)
M lg ∆

)
= O

(
I lg ∆

∆ + D lg I
M

)
and the number of I/Os is O

((
I

M∆ + DH
M

) M
B

)
= O

(
I

M + DH
B

)
I/Os. ◀

▶ Lemma 9 (Total leaf access cost). The total cost of constructing the lazy semi-sorted leaves
and accessing them is O(I + D lg ∆) comparisons and O

(
I
B + D

B

)
I/Os.
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Proof. As described in the proof of Lemma 8, the number of pulls from the leaves is
P1 = O

(
I

M∆ + D
M

)
. Virtual pulls may, however, also access elements in the leaves. Since

each transfer to the internal part causes one virtual pull from C0, the number of virtual pulls
from the leaves is bounded by 2D

M by Lemma 7. The total number of pulls and virtual pulls
from the leaves is O

(
I

M∆ + D
M

)
.

By Lemma 6, the cost for the initial construction of the at most I
M leaves as lazy semi-

sorted lists is O(I) comparisons and O
(

I
B

)
I/Os. Since, by Lemma 5, each pull and virtual

pull performs O(M lg ∆) comparisons and accesses O
( M

B

)
blocks, we have, by Lemma 6, that

at the leaves, the total number of comparisons is O
(
I +

(
I

M∆ + D
M

)
M lg ∆

)
= O(I + D lg ∆)

comparisons and the total number of I/Os is O
(

I
B +

(
I

M∆ + D
M

) M
B

)
= O

(
I
B + D

B

)
I/Os. ◀

▶ Lemma 10 (Cost of transfers excluding pulls and leaf accessing). The total cost of transfers
between the internal and external part is O

(
D lg I

M
)

comparisons and O
(

I
B + D

B log∆
I

M
)

I/Os, excluding the cost of pulling to restore the invariants and to access the leaves.

Proof. By Lemma 7, there are at most I
M transfers to the external part, each moving M

elements from the input-buffer to a new leaf, with no comparisons and O
( M

B

)
I/Os.

By Lemma 7, there are at most 2D
M transfers to the internal part. Each transfer involves

finding the M smallest elements among the elements in the buffers of all roots in all collections.
First, for each collection, we perform a virtual pull from the semi-sorted roots. We exclude
the access cost for the leaves and treat them as semi-sorted. Applying Lemma 5 for each
of the O(H) = O

(
log∆

I
M

)
collections leads to a cost of O

(
M lg ∆ log∆

I
M

)
= O

(
M lg I

M
)

comparisons and O
( M

B log∆
I

M
)

I/Os. Then among these O
(
M log∆

I
M

)
elements, we find

the M
2 smallest elements by applying Corollary 3. These elements are then transferred to

the insert-buffer and removed from their respective roots. This may trigger pulls to restore
the invariants, the cost of which we exclude here and is accounted for in Lemma 8. These
operations do not asymptotically increase the total cost, which is O

(
D lg I

M
)

comparisons
and O

(
D
B log∆

I
M

)
I/Os. Finally, a transfer to the internal part causes O(M) comparisons

to build the new min-buffer and insert-buffer, which sums up to O(D) comparisons for all
transfers to the internal part. ◀

Proof of Lemma 2. Summarizing the number of comparisons and I/Os performed, the total
number of comparisons is

O
(

(I + D lg M)︸ ︷︷ ︸
internal memory

+
(

I
lg ∆
∆ + D lg I

M

)
︸ ︷︷ ︸

pulls

+ (I + D lg ∆)︸ ︷︷ ︸
leaves

+
(

D lg I

M

)
︸ ︷︷ ︸

transfers

)
= O(I + D lg I) ,

and the total number of I/Os is

O
( (

I

M
+ DH

B

)
︸ ︷︷ ︸

pulls

+
(

I

B
+ D

B

)
︸ ︷︷ ︸

leaves

+
(

I

B
+ D

B
log∆

I

M

)
︸ ︷︷ ︸

transfers

)
= O

(
I

B
+ D

B
log∆

I

M

)
.

Lemma 2 follows from M = Θ(M) and ∆ = M
B . ◀

8 Dependence on current priority queue size

In Sections 3–7, I denotes the total number of insertions performed, allowing the current
size N to be arbitrarily smaller than I. Since the comparison and I/O bounds of Lemma 2
are dependent on I, the bounds are not a function of the current number of elements N in
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the priority queue. To achieve this, we apply the standard technique of global rebuilding [28,
Chapter 5].

Proof of Theorem 1. Let N0 denote the size of the priority queue at the last global rebuilding
of the priority queue, and let I0 and D0 denote the number of insertions and deletions since
the last global rebuilding, respectively. We rebuild the priority queue whenever I0 +D0 > N0

2 .
Rebuilding a priority queue containing N elements is performed by scanning over the structure,
collecting the N elements into a list, and then repeatedly inserting these into a new empty
priority queue using Insert. By Lemma 2, the resulting priority queue is constructed using
O(N) comparisons and O

(
N
B

)
I/Os (the previous structure can be scanned in O

(
N
B

)
I/Os,

since we argue below that N = Θ(N0) and at most 2N0+I0
M = O

(
N
M

)
buffers have been

created in external memory since the last global rebuilding).
Together with Lemma 2, the previous rebuilding and the subsequent I0 insertions

and D0 deletions, causing a total of N0 + I0 insertions and D0 deletions, imply a total
comparison cost of O(N0 + I0 + D0 lg(N0 + I0)) = O(N0 + D0 lg N0) and a total I/O cost
of O

(
N0
B + 1

B

(
(N0 + I0) + D0 logM/B

N0+I0
B

))
= O

(
N0
B + D0

B logM/B
N0
B

)
, since I0 ≤ N0

2 .
We charge the linear cost to the at least N0

3 priority queue operations between the last two
global rebuildings, and the remaining cost to the deletions since the last global rebuilding.
While no global rebuilding is triggered, we have 1

2 N0 ≤ N ≤ 3
2 N0, i.e., we have N = Θ(N0)

between two global rebuildings. Theorem 1 follows. ◀

9 Conclusion and open problems

The external-memory priority queue presented in this paper supports insertions with
asymptotically fewer comparisons and I/Os than previous results. This is particularly
beneficial in settings such as event-driven simulations or other incremental computations
where execution may terminate before all elements have been extracted from the queue and
the cost of insertions dominates. It should be noted that the amortized internal computation
time required by our construction is asymptotically the same as the number of comparisons
performed (which also holds for the black boxes used by the construction [5, 24, 31]).

The presented data structure is inherently cache-aware. This raises a natural question:
does there exist a cache-oblivious priority queue that achieves the same amortized bounds
on comparisons and I/Os?

The structure is also highly amortized (e.g., due to global rebuilding, transfers between
internal and external memory, recursive pulling, lazy semi-sorted buffers), and a single Insert
or DeleteMin operation might require Θ(N/B) I/Os in the worst-case. Another natural
question, is whether it is possible to achieve a solution with worst-case guarantees, e.g., such
that a window of B priority queue operations requires worst-case O(B lg N) comparisons
and O

(
logM/B

N
B

)
I/Os, while maintaining the improved amortized bounds for Insert.
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