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We present a Kripke logical relation for showing the correctness of program transformations
based on a region-polymorphic type-and-effect system for an ML-like programming
language with higher-order store and dynamic allocation. We also show how to use
our model to verify a number of interesting program transformations that rely on effect
annotations.
In building the model, we extend earlier work by Benton et al. that treated, respectively
dynamically allocated first-order references, and higher-order store for global variables. We
utilize ideas from region-based memory management, and on Kripke logical relations for
higher-order store.
One of the key challenges that we overcome in the construction of the model is treatment
of masking of regions (conceptually similar to deallocation). Our approach bears similarities
to the one used in Ahmed’s unary model of a region calculus in her Ph.D. thesis.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

A type system for a programming language classifies programs according to properties that the programs satisfy. An
effect system is a type system that, in particular, classifies programs according to which side effects the programs may have.
A variety of effect systems have been proposed for higher-order programming languages, e.g., [2-4], see [5] for a recent
overview. Effect systems can often be understood as specifying the results of a static analysis, in the sense that it is possible
to automatically infer types and effects. Effect systems can be used for different purposes: they were originally proposed by
Gifford and Lucassen in [2] as a means of combining functional and imperative features of a language, and for parallelization
purposes, but since then they have also been used as the basis for implementing ML using a stack of regions for memory
management [4,6] and for region-based memory management in Cyclone, a safe dialect of C [7]. Lately, they have also
been used for termination analysis for higher-order concurrent programs [8,9], and for ensuring determinism of parallel
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programs [10,11]. In a recent series of papers, Benton et al. have argued that another important point of effect systems is
that they can be used as the basis for effect-based program transformations, in particular compiler optimizations [12-15].
The idea is that certain program transformations are only sound under additional assumptions about which effects program
phrases may, or rather may not, have. For example, in a higher-order language with references it is only sound to hoist
an expression out of a lambda abstraction if it is known that the expression neither allocates new references, nor reads or
writes references.

While it is intuitively clear that effect information is important for validating program transformations, it is surprisingly
challenging to develop semantic models that can be used to rigorously justify effect-based transformations. In earlier work,
Benton et al. developed semantic relational models of effect systems for a higher-order language with dynamically allocated
first-order references (ground store) [14] and for a higher-order language with global variables for higher-order store (but
no dynamic allocation) [15].

In this paper we present a Kripke logical relations model of a region-based effect system for a higher-order language
with higher-order store and dynamic allocation, i.e., with general ML-like references. As pointed out in [15], this is a par-
ticularly challenging extension and one that is important for soundness of effect-based transformations for realistic ML-like
languages. We now explain what the main challenges are; in Section 3 we give an intuitive overview of how we address
these challenges.

The main challenge arises from effect masking: Our region-based effect system includes an effect masking rule that
enables hiding local uses of effects. This makes it possible to view a computation as pure even if it uses effects locally
and makes the effect system stronger (it can justify more program transformations). To model effect masking we need to
model references that, conceptually speaking, become dangling because they point into a region that is masked away. We
say “conceptually speaking” because in the operational semantics there is no deallocation of references (the operational
semantics is completely standard). However, in our model we have to reason as if regions could actually be allocated and
deallocated.

Here is a simple concrete example: Consider the following expression e, typed as indicated® (where 1 denotes the unit

type):
let x=ref,7inlety= ref,; xin
rzyi=x:1->Mol g {al,}

The program allocates two references, binds them to x and y, and then returns a trivial function from unit to unit that
assigns x to y. The types indicate that x will be bound to a location in region p, say location 0, and that y will be bound
to a location in region o, say location 1. At location O the value 7 is stored and at location 1 the location 0 is stored. The
so-called latent effect {wry} of the function type of the whole expression describes which effects the function may have
when called. Finally the entire expression has the effect {al,} as it allocates a location in region o. It performs allocation
in region p as well, but this effect has been masked out: since no p appears in the return type, the expression cannot leak
location 0, and we can, conceptually, deallocate all locations in region p once the computation has run; this is what the
masking rule captures. This particular example, however, was chosen to stress test the masking rule, as location 0 is in fact
leaked: it is in the function closure that the expression returns. The function neither reads not writes location 0, but it does
write it to the heap; our model must be able to cope with such conceptually dangling pointers. On the level of types, the
meaning of the type ref,int of x changes: after the allocation of values for x and y, it contains location 0, but what should it
contain after region p has been masked out? If, e.g,, ref,int is taken to be empty, then the function is most likely no longer
well-typed. We explain our answer to this question in Section 3. Since we have to reason as if regions are deallocated, it
is, in hindsight, not so surprising that our approach is closely related to the one used by Ahmed in her unary model of a
region calculus with region deallocation [16].

One could argue that the program above should in fact be treated as semantically pure, even if the type system cannot
infer this fact, since the location bound to y is never made accessible to the context. Thus, one might want to provide a
stronger masking principle on the semantic side. We do not pursue that goal in the current paper and hence our semantic
treatment of masking mimics the syntactic masking rule. In future work, it will be interesting to investigate a more liberal
notion of semantic masking.

Note that the effect annotations in the types are just annotations; the operational semantics is completely standard
and regions only exist in our semantic model, not in the operational semantics. Further note that the issues in the above
example do not arise for a language with only ground store.

Another challenge arises from the fact that since our language includes dynamically allocated general references, the
existence of the logical relation is non-trivial; in particular, the set of worlds must be recursively defined. Here we define
the worlds as a solution to a recursive metric-space equation, building on our earlier work [17], which gives a unified
account of models based on step-indexing [16] and on domain theory.

Yet another challenge arises from the fact that our language includes a new form of region polymorphism, inspired by [3],
but not covered before in semantic models for validating effect-based program equivalences. Region polymorphism makes

3 Note that conceptually the whole expression could be considered pure: none of its effects can actually be observed by any context. However, our model
and type-and-effect system are not fine-grained enough to express this.



162 L. Birkedal et al. / Information and Computation 249 (2016) 160-189

the type system significantly more expressive (fewer regions are collapsed, so more program transformations will hold).
However, combining region polymorphism and program equivalence is not straightforward. Indeed, consider the following
example:
AxAy.x:=0; y:=1=~Aix.Ay.y :=1; x:=0:refyint —> refyint """ 1

Both sides take two references as arguments, one in region p and one in region o, and assigns to them. The
order of assignments is different though, but as the references belong to different regions, they cannot be identical
and so the two sides are indeed equivalent. We would like this equivalence also to hold at region-polymorphic type
Vp, o .refyint — refyint —"7»-%7o 1, But this would be true only if p and o cannot be instantiated to the same re-
gion. To express this, we use a restricted form of region polymorphism, Vp ¢ I1.7¢, for which region variable p can
only be instantiated by regions not in Il. For the example above, the equivalence will then hold at the type Vp.Vo ¢
{p}.refyint — refyint —"o-Wo 1,

We should stress the practical importance of region polymorphism for typing the impure library functions. Consider the
function

swap=AXx.Ay.letv=Ilxinx:=y; y:=v,

and the application swap rq r2; swap r3 r4. Without the region polymorphism, we can type the function as swap : ref,int —
ref,int —Tdp-Wro 1 However, this requires the references r; and r3, which appear at different call sites to the library function,
to be in the same region p. In fact, this treatment leads to an unnecessary collapsing of many regions together, which can
lead to program transformations being inapplicable. If, however, we can give the library functions types that are polymorphic
in the memory regions they access, the different call sites can use different instantiations and the regions can be much more
fine-grained, allowing more program transformations.

One may worry whether our resulting model now becomes much more complicated than the earlier, already non-trivial,
models of Benton et al. [14,15]. As we shall explain in Section 8, that is not the case. Indeed, our model is arguably a bit
simpler even though it applies to a richer language. Moreover, it also becomes simpler to verify equivalences using the
model.

Our relational model is built directly over the operational semantics, using our metric approach to step-indexing. We
could also have defined the model using a denotational model of the programming language; see the discussion in Section 8
— here we preferred the operational approach because it is perhaps more widely accessible.

We use our model to validate a number of interesting effect-based program transformations that, to the best of our
knowledge, have not been proved correct before, see Section 7.

To focus the presentation on the core challenges, we here consider a monomorphically typed higher-order programming
language with general references, but leave out universal and existential types as well as recursive types. However, we
want to stress that since our semantic techniques (step-indexed Kripke logical relations over recursively defined worlds) do
indeed scale well to universal, existential, and recursive types, e.g. [16,18,17], it is straightforward to extend our model to a
language with such types.*

2. Language and effect system
2.1. Syntax

The expressions and values of our model language are defined in the grammar below. We use e to range over the set of
expressions £, v to range over the set of values V), | to range over a countably infinite set of locations £, and n to range
over integers.

ex=x|ln|()](e1,e2)|projs e|proj e|fix f(x).e|er ez
| suspe|forcee|refe|e;:=ey|!e

vi=Iln|(|{v1, v2)|fix f(x).e|suspe

E:=[]|(E,e)|{v,E)|proj; E|proj; E|Ee|VvE |force E
| refE|E:=e|v:=E|!E

The only non-standard constructs are suspe and forcee. Intuitively, suspe suspends the computation e, and force e forces
the suspension that e evaluates to. These constructs are used in connection with region abstraction and instantiation, as
explained in Section 2.3.

4 With type abstractions as values, we would have a latent effect on a polymorphic type, which would thus be of the form Ver.7%.
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2.2. Dynamic semantics

(Elprojy (v1, v2)]1h) — (E[v1]|h)
(Elprojz (v1, v2)][h) — (E[v2] | h)
(E[(fix f (x).) v]| h) — (Elelfix f (x).e/ f, v/x]] | h)
(E[force (suspe)]|h) — (E[e]|h)
(E[refv]|h) — (E[I]|h[l — v]) ifl ¢ dom(h)
(Ell:=v]|h) — (E[O]|hll = v]) ifl € dom(h)
(E['[1|h) — (E[h()1|h)  ifl € dom(h)
Heaps H are finite maps from locations to closed values, and, for e € £, h € H and j >0, we write (e|h) —]> (e’ |h')
if (e|h) reduces to (¢’ |h’) in j steps, counting all reduction steps. We write irr{e|h) to state that no further reductions

of (e|h) are possible, either because e is a value or because we are stuck. Runtime errors (such as trying to look up a
nonexistent location or trying to apply a number as a function) are modeled by the evaluation getting stuck.

2.3. Type and effect system

Our effect system ensures that programs are well-typed in the standard sense of not getting stuck and, moreover, tracks
dependencies and side-effects of computations on the heap.
The typing rules for our effect system are given in Fig. 1. Types are defined by the following grammar:

Su=rdy|wry |al,
£:=681,...,0p
Tu=1]int|T x 2| ref, 7|71 =% 12| Vp ¢ 1. T°

where p ranges over a countably infinite set of region variables RV, IT is a finite subset of R} and ¢ ranges over the set
of effects. An effect is a finite set of primitive effects, and a primitive effect is of one of the forms rd,, wry, or al,. The
primitive effect rd, specifies a read effect on region p. Likewise wr, specifies a write effect and al, specifies an allocation
effect (that locations may be allocated in region p). Note that, as usual, the function type t; —¢ 13 includes a latent effect ¢;
this is the effect that the function may have when called. The main novelty of this system is the restricted form of region
polymorphism Vp ¢ I1. t¢, which restricts the possible instantiations of p to regions which are not in IT. In practice, as we
will see, we restrict the choice of IT to be FRV(z, &)\{p}.

We define the free region variables FRV(t) of a type t:

FRV(8) ::= {p} with 6 € {rdy, wry, al,}
FRV(31,...,8,) :=FRV(81) U... UFRV(8;)
FRV(1) :=0
FRV(int) ::= @
FRV(t1 x 12) ::=FRV(71) U FRV(13)
FRV(ref,T) ::= {p} UFRV(T)
FRV(11 —¢ 13) ::= FRV(71) UFRV(¢) U FRV(12)
FRV(Vp ¢ I1.7¢) ::= (FRV(T) UFRV(¢)) \ {p}

Thus p is bound in Vp ¢ I1. 8. Substitution in a type T of a region variable o for another region variable p is written
T[o/p] and is defined as usual, avoiding capture of bound region variables in region polymorphic types.

Furthermore, we define a notion of well-formed types, denoted wf(t), which restricts the region quantification that can
occur in 7. Intuitively, any region-polymorphic type within t that binds a region p has to ensure that p is different from its
free region variables. Formally, for any Vp ¢ I1.0¢ within 7, IT has to be the set (FRV(t) UFRV(g)) \ {p}. The full definition
follows.
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wf(t), wi(T") FRV(z, ) C 11
nir,x:tkx:7,0

T-Ax

wi(I") FRV(I') € TT wf(I')  FRV(I') €11
T-UNIT T-INT
Or=0:1,9 MCkn:int, @

Mnirte; : 11, &1 NTkey: 12, & Mike: 171 x12, &
- T-Proj;
MMr-(er,ex) : 711 x 12, 71U & IT|T Fprojje : 7j, €

T-PAIR

Nr, f:n = o.x:kFe: 1, ¢

T-Fix
M| Hfix f(x).e : 11 >° 12, 0

H\FF(?]:‘[]—)F"Q,E] [Ni'+e; : 7q
MMf+ejey: 1, e1U& Ue

"2 T_ppp

MNifFe:t,¢ pell
IT| T Frefe : refyT, € U{aly)

T-ALLOC

MCe:refp7, € MTkeq :refpt, &1 MNif-ey : 7, &

T-DEREF T-ASSIGN
MrEte: 7, eUfrd,} MT-ep:=ex: 1, 81U U{wry}
Mp|lFT'ke:t,¢ FRV(T") and A =FRV(t, ¢
T-REGCEN 27 p ¢ FRV(I) (T, &)\p}
M| +suspe: Yo ¢ A.T5, 0
MiTFe:Vp¢A.t%, ¢ oell\A
T-REGINST | ks \,
IN|T +forcee : tlo/p], elo/plUe
M,plF'ke:t,¢ FRV(T', T
T-MASKING P i o
MNr-e:t,e—p
MiTke: 1, & Nk <n & cée
T-Sus
MiTke: 1, & (FRV(g2) € IT)
Fig. 1. Type and effect system.
wf(1) ::= true

wf(int) ::= true
wi(t1 x T2) 1= wf(11) A Wf(T2)
wi(ref,7) :=wi(7)
wi(t) =% 1) = wi(11) A Wi(12)
wf(Vp ¢ I1.7%) ::= FRV(7, €) \ {p} = [T A Wf(T)

Well-formedness is extended straightforwardly to typing contexts I'.

Judgments are of the form: IT|T" e : T, €. Here IT is a region variable context (a finite set of region variables), I" is a
variable context (a finite map from variables to types), e is an expression, T is the result type and ¢ is the effect of the
computation. The typing rules are given in Fig. 1.

The effect system is fairly standard, except for the region polymorphism. Note the inclusion of the effect masking rule
T-MASKING; here & — p is defined as ¢ — {rd,, wr,,al,} and II, p denotes the union of IT and {p}. We write FRV(T', 7) for
the region variables in the types of I" and in t. The masking rule expresses that to mask out primitive effects on p from ¢,
the region variable p must not be free in I', nor in 7. The idea is that in this case the remaining part of the computation
cannot access p and thus we may hide the effects on p.

The rule T-REGGEN forces the forbidden regions in A of the restricted polymorphism Vp ¢ A.t¢ to be equal to the
free region variables of T and ¢. This ensures the well-formedness of Vp ¢ A.t¢. As we could expect, the rule T-REGINST
prevents the instantiation of p by a region in A. Note the use of suspend (suspe) and force (forcee) for region abstraction
and instantiation; alternatively we could have used a value restriction.

Also note that there is a standard notion of effect subtyping, given by finite set inclusion, which also yields a notion of
subtyping, defined by the rules in Fig. 2.

Consider the example expression e from the introduction. Note that it is well-typed (1et-expressions are definable as
usual) since the judgment

{6} |0Fe:1—=>""°1 {aly)}
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Nk <7 NEn <t

———— (FRv() 1D
<t

Mtt< NET X7 <1 X7y

Mkt <7y NFn <t &

S8 FRV(ey) € TT)
&
Nkt > <t ->%21 =
MopoFnn<tn &ace&

MEVYp ¢ A1.T1%1 <Vp ¢ Ay, To°

~ (FRV(e2) S 11, p and wi(¥p ¢ A;. 7))

Fig. 2. Subtyping rules.
is derivable in the effect system. The last rule applied is the T-MASKING rule, which enables hiding the local effect on p.
Specifically, we apply the masking rule like this:

{o,p}|0Fe:1—>""71 {al,,als}
{o}|OFe:1—=""71 {al,}

Thus we hide the allocation and use of the local reference bound to x.

Effect masking makes it possible to do more optimizations: consider the familiar example of an efficient implementation
fib of the Fibonacci function using two local references. We can use the masking rule to give it type and effect int —% int, #.
This allows us to view the imperative implementation as pure, and thus, e.g., by Theorem 30 we find that it is sound to
optimize two identical calls to fib into one call. This sounds like a simple optimization, but the point is that a compiler can
perform it automatically, just based on the effect types — and our model justifies that it is sound to do so. See [14,15] for
more examples.

Note, though, that these earlier works either have ground store (only integers in memory) or no dynamic allocation, so
many non-trivial uses of memory cannot be expressed. By contrast, we can write, say, a function that sorts a (functional)
list of integers by doing an internal (imperative) heap sort, i.e., by building a heap in fresh memory, and returning a sorted
list. Using the masking rule, we could type such a function as a pure function with no effects, and would know, e.g., that
sorting the same list twice serves no purpose.

We end this section by recording some simple facts about the type system (all proved by induction).

Lemma 1. [f wi(t) then wf(t[o/p]).

Lemma 2. [f T F 11 < 1) then wf(ty) iff wi(t2).

Proposition 3. If I1|T" e : T, ¢ then wf(t), wf(T") and FRV(t, ¢,T) C I1.
3. Overview of the technical development

Our starting point is the Kripke logical relation reading of types for an ML-like programming language that has been
explored extensively by the authors and others [18,19,17,20]. The common approach is to augment the semantics — be it
operational or denotational — with worlds that keep track of the layout of the heap: it knows the types of values stored
at the allocated locations of the heap.” We then index type interpretations by worlds; this makes it possible to interpret
ref 1T as the set of allocated locations that hold values of type . A computation has the “precondition” that all locations
hold well-typed values according to the world, and this property must be re-established after running the computation, i.e.,
it also serves as a “postcondition”. As more locations are allocated, the world grows and the interpretation of types is set
up to grow as well: it is a crucial property that interpreting types in future worlds yields more (or at least no fewer) values,
this we refer to as type monotonicity.

To extend this approach to the present region-based type-and-effect system, the worlds have to be partitioned into
regions and interpreting ref,T only considers region o of the world for locations that hold values of type 7. Also, compu-
tations now have effects and hence their behavior is more restricted: as “precondition” they only assume well-typedness of
values at locations in the regions with read effects; as “postcondition” they are required to have performed only well-typed
writes and allocations and, importantly, only in such regions as permitted, respectively, by the write and allocation effects.

The masking rule, however, introduces a new dimension to the development of worlds: in addition to adding new
locations with types to existing regions as sketched above, we may now introduce new regions as well as mask out existing
ones. One can loosely think of masking out region p as deallocating the locations of that region. A slightly revised intuition

5 In general, worlds may contain complex invariants of the heap; they may even vary over time and may thus be represented by state transition
systems [20]. Here, we only need the invariant that values stored at locations belong to certain types.
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is that we just stop caring about region p: the environment has no way of telling the memory region is there, and so we
may safely relinquish control. On the level of worlds, we discard the region, i.e., lose the locations and the associated types.
Whether the locations are actually deallocated or just float around in the surroundings does not matter: from our point of
view they are gone. Thus, semantically, region masking is related to region deallocation. Ahmed developed a step-indexeded
model of region deallocation in her thesis [16], which turns out to be closely related to our treatment of region masking.
We now explain our approach, which was developed independently of Ahmed’s, and then detail the relationship to Ahmed’s
approach.

As argued by example in the Introduction, region masking leaves us with the issue of dangling pointers. Phrased more
concretely: how should the interpretation of types cope with region masking? What is, say, the interpretation of ref,7 in a
world where region p has been masked out? A natural choice is the empty set — after all, we know nothing about region
p so what locations could we possibly choose. We, however, take a different approach: We generally interpret a type as all
values with the properties you expect from that type. The more properties, the fewer values and vice versa. A value v in
ref,T is a reference to a location that we used to — but no longer — control. The value at the location may have changed
or it may even have been deallocated: v is conceptually dangling. What can we reasonably do with a dangling pointer? We
can neither read nor write it, indeed, we can do only things that go for all values, e.g., put it into a pair, project it out, etc.
In other words, we expect no properties of dangling pointers and correspondingly interpret ref,7 as the set of all values.
We take a similar stand on functions: interpreting a function type that has effects on masked out regions gives the set of
all values; such functions are somehow dangling too. Running such a function relies on preconditions outside our control,
so we make no promises about the behavior.

This approach goes well with type monotonicity: the interpretation of types should not shrink under masking and,
indeed, masking out region o enlarges ref,7 to hold all values. There is a catch, though, since future worlds may introduce
new regions as well, and reintroducing region p would not do. This is obvious from type monotonicity; a more conceptual
explanation, however, is this: assume that some function reads region p and that region p holds location [ that stores
values of some type. To run the function, we need to establish the precondition that a value of the proper type is stored
at location I, because the function could very well read I. We then mask out region p, losing all information about [ in the
process, and afterwards reintroduce region p. To run the function now, we verify that all locations in region p hold values
of appropriate type — this is, after all, the precondition of the function — but as [ is no longer in p, we cannot expect
proper behavior of the function.

We solve this issue by tracking, in the worlds, the regions that have been masked out and prohibit their reintroduction.
One viewpoint is that, as the world develops over time, a region goes through a life-cycle: initially, it is unknown to the
world, but at some point it gets initialized, joining the set of live regions. With further development of the world, locations
with associated types are added to the region. This proceeds until the region is masked out; it loses all content and is
moved to the set of dead regions. And this is a one-way street: once you are gone, you can’t come back.

In Ahmed’s unary model of a region calculus with region deallocation [16], she uses the same idea of keeping track of
dead regions. One technical difference is that in Ahmed’s approach, the dead regions still contain the old locations and their
types, whereas here we only retain the region name. This difference seems to be unimportant. In Ahmed’s case, regions
are part of the operational semantics, whereas in our case, they are a purely logical construct used for reasoning about the
standard operational semantics, following Benton et al.’s earlier work [14,15].

Local reasoning Conceptually, a world does not describe the entire heap, just the part of it that the program sees or controls.
On the level of definitions, this comes down to a frame property of our computations: a computation in a world runs in
a world-adhering heap extended with a frame, and the latter remains unchanged. In addition, a computation may allocate
locations that are not tracked by the ensuing world; these locations are conceptually transferred to the surroundings, they
become part of the frame of the following computation. This is the fate of locations in regions that are masked out. This way,
we achieve a form of local reasoning by quantifying over frames, similarly to models of separation logic for higher-order
languages [21].

4. Metric spaces and the type-world circularity

As argued above, we intend to augment our semantics with worlds that track the layout of the heap; hence we are
faced with the construction of such worlds. Defining them directly will not do since, loosely, a world holds semantic types
whilst semantic types are parameterized over worlds; this is the type-world circularity observed already by Ahmed in her
thesis [16].

In recent work, Reus, Schwinghammer, Stevring, Yang and two of the authors [17] have proposed a general solution
to such circularities, applying metric-space theory. The notion of worlds we require here is sufficiently simple that this
solution is applicable off-the-shelf, so to speak. So we omit the machinery of the construction from the main text and only
present the resulting definition of worlds, since this is our main object of interest. Details of the construction are given
in Appendix A. In addition, we will largely ignore the fact that we actually deal in metric spaces and not just plain sets.
We emphasize that this is just for presentation purposes, worlds and types are metric spaces with certain properties; this
is necessary to solve the circularity and must be taken into account, e.g., when interpreting types.
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ParBij(X,Y,Z) = {P Cpin X x Y X Z|V¥(x1, y1,21), (X2, y2,22) € P.
X1=x2=>y1=Y2A21=22)
AY1=Y2=2>X1 =X AZ1 =22)}
W= (¢, %) € (RN =g, ParBii(L, £,T)) x Pn(RN) |
dom(p) Ny =¥
AYr,s € dom(g).r # s = domy (¢(r)) N domg (p(s)) =@
A domy (¢(r)) N domz (¢(s)) = A}
WCEW < neN 3wy, wy,...,wpeW.w=wo AW =w, A
Vie{0,...,n—1}.@Ar € RN. Wi —regr) Wit1)
V@Ere RNl e L3 eT. Wi —aqi by Witt)
v(@Ar € RN . Wi = mask(ry Wit1)

T= W — mon URel(V), ¢:T=

Fig. 3. Our semantic footing: worlds and types. The former comes equipped with the preorder that is the reflexive, transitive closure of the transitions in
Fig. 4.

(@) = aitri b @ W) & redom(p) Aly ¢ domy ((r)
Aly ¢ domy (¢(r)) A dom(g”) = dom(g)
AQ (N =@M U{li, b, w)
AVs € dom() \ {r}. ¢'(s) = ¢(5).

(@, ¥) —>regry (@', ¥) <= 1€ RN\ (dom(g) U )
Adom(¢") = dom(p) U {r}
AQ (1) =0 AVs € dom(g). ¢ (s) = @(s).
(@, %) = masker) (@', ') < r € dom(g) A dom(g’) = dom() \ {r}

AY =y uir)
AVs € dom(p) \ {r}. ¢'(s) = ¢(5).

Fig. 4. The three worlds transitions. We have r € RN in all of them and additionally [;,l; € £ and p €T in the first. Transitions are, once parameters are
given, partial maps from W to W.

We face an additional challenge here: as described above, we intend to track dead regions to avoid recycling them. But
if an expression is well-typed by the masking rule, then in terms of the development of worlds, it initializes and eventually
masks out the very same region on each evaluation, and we may want to run it more than once. Our solution to this is to
introduce a layer of indirection, following the ideas of earlier work [4,6]: on the level of syntactic types, we have the region
variables RV introduced above. In the worlds, however, we work with a countably infinite set of region names RN. To
interpret types we have region environments, i.e., maps RV — g, RN with adequate domains; thus, on each evaluation of an
expression that performs masking, we can map the same region variable to a fresh region name. In the textual explanations
below, however, we purposely blur the distinction between region variables, region names and the regions themselves.

The definition of worlds and types is given in Fig. 3; the ordering on worlds relies on the world transitions given in
Fig. 4. Both warrant a few comments. ParBij(X, Y, Z) are finite partial bijections between X and Y decorated with elements
from Z; we write domq(P) for the set of first coordinates and dom;(P) for the set of second coordinates. Worlds W have
two components: the first is the live regions, these are partial bijections; the second the dead regions. No region can be
both live and dead, nor can any location belong to more than one region.

Worlds may develop over time according to the transitions in Fig. 4. The first transition adds a location pair (l1, )
with associated type () to a live region (r); this corresponds to an actual allocation in the operational semantics and is
a standard notion of world extension. The second and third transitions are orthogonal to the first. They give the region
dynamics and have no counterpart in the operational semantics; they are, however, intimately connected to the masking
rule. The first initializes a new empty region, the second masks out a live one, losing the partial bijection in the process.
After being masked out, a region is considered dead and cannot be initialized once more.

Since worlds consist of partial bijections on locations and allocation of new locations takes place in “lock-step” on both
sides, one might be concerned about whether it is possible to relate computations that use different numbers of locations.
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[1Ifw={k 0.0) ke N}
[[int]]Rw={(k,n,n)\keNAneZ}

R 120 1 oo vl vhe[n]®w
1 XT w =1k, vy, Vi), (v,, V5)) 1072
[r1 x 2] ’ (V1 v1)s (V2. VD) | Ak, V2,12 € [6o]F w
I eT. (b, b, ) € WR(P) A
k) R,k i
vw 2w, [r]fw E o)
when R(p) € dom(w)
{(k,v1,v2) |k €N A vy, v2 € V] when R(p) ¢ dom(w)
Vji<k.VYw Jw.
R :FRV(g) — dom(w’) =
| Yvi,v2 e V.(j,vi,va) € [u]fw =

[refpt] Rw=

[ F ol we | (i rer,

T G0-€2) (i F().0) v, (B £(00.2) v2)
c &R w!
" Vji<k.Vw Jw.Vre|w|.
Vo ¢ Mo R w=] ¢ ’Sius”ee;’ | R[p+— r]: FRV(¢) < dom(w’) =
Spe2 (j,E],EZ)Eg[[Te]]R[’DHr] w’

Fig. 5. Interpretation of types. For [[r]]R to be defined we require wf(r) and R: RV —z, RN with FRV() € dom(R). We have w € W and assume
R(FRV(7)) C |w|; otherwise we define [[r]]R w to be the empty set.

That is indeed possible, because the relation on computations allows computations to allocate values outside of the part of
the heap tracked by the world, see Fig. 6 (in particular, f; and f} in the computation relation).

The reflexive, transitive closure of the transitions is a preorder on worlds. We require of our types T that they are
monotone with respect to that preorder and the standard set-theoretic inclusion on URel(V); this is the type monotonicity
(hence the subscript mon on the function space in the definition of T). For any set X, URel(X) is the set of indexed,
downwards closed relations on X, i.e.,

URel(X) ={RC N x X x X |V(k,x1,x2) € R.Vj <k.(j,x1,Xx2) € R}.

The downwards closure is essential, it prevents values from fleeing types as the operational semantics progresses.® One
minor issue remains: the types that decorate the partial bijections that are the regions belong to T and must be coerced
into T by the isomorphism ¢ before they can be applied to a world. This isomorphism is what we get from the solution to
the type-world circularity (see Appendix A).

A bit of world-related notation will come in handy: for a world w = (¢, ¥) we set dom(w) = dom(¢) and |w| =
dom(p)U ¢, i.e.,, dom(w) is the set of live regions and |w| is the combined set of live and dead regions. We write domj(w)
for the union of all first coordinates of all live regions; domy(w) is defined similarly. For r € dom(w) we abuse notation and
write w(r) for ¢(r).

Finally, let us remark that our worlds are simple in the sense that the only invariants we allow are those described by
semantic types. That is similar to the approach taken to model references in [22]. It suffices for showing the soundness of
effect-based program transformations, which only depend on types and effects rather than on the syntax of the program.
One could also consider richer notions of invariants, as in the models of references by Ahmed et al. [18] and by Dreyer
et al. [20], but that would complicate the model and is orthogonal to the main question of this paper.

5. Types and the logical relation

The relational, world-indexed interpretation of types is given in Fig. 5; it relies on the interpretation of computations
given in Fig. 6. It is worthwhile to comment a bit on this. Note that both the interpretation of types and computations take
a number of parameters; the requirements on those are given in the captions of the figures. Here we just emphasize that
we interpret well-formed types only. Note also that the definitions given here are asymmetric. We use them to define an
approximation relation, and take its symmetric closure as the logical equivalence relation, see Fig. 7 for the details.

Overall, we follow the intuition laid out in Section 3. First, whenever we interpret a type 7 in a world w where
R(FRV(7)) is outside the support, |w|, we get the empty set. This we never do; it is just a dummy clause that is neu-
tral with respect to type monotonicity, but we need it since, for technical convenience, we want interpreted types to be
applicable to all worlds. Integer, unit and product types are standard. Looking at the reference type there are two cases: The
first case is the proper one, here R(p) is a live region and we go through it in search for location pairs that hold values
of a type semantically identical to t. The quantification over future worlds ensure type monotonicity and the k-equality is
necessary for the step-indexed setup; both are quite standard. The latter means that the sets we compare are equal if we

6 The set URel(X) has a natural metric [17] and the functions in T are not only monotone but also non-expansive; see Appendix A for details.
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5[[r€]]Rw: l(l<,e1,ez)|\7’j§k.Ve’1 eE.Vthz,fl,fz,h]; eH.

[(k,h1,h2) € PRw A (eq [y - f1) 2 (e [hD) Avirr(e; [hT)]
= 3w’ I w.3ey € £.30), . 1, f5 € H.[dom(w) =dom(w') AR} =} - f-
Alealhy- f2) 5 (€5 1hh - f5 - fo) A (k= j h1,ha By hy) € QR w, w'

Ak—j.e),eh) e[t W/]]

(k,h1,hy) e PR w =
dom(h;) = dom;(w)

A (Vp erdse.V(l,la, ) € w(R(p)).k>0= (k—1,h1(l1),h2(2)) € (¢ pL)(w))

(k,h11,ha1, hi2, ha2) € QR wi, wy =
dom(h;j) = dom;(w;) A (Vh edom(hq1).h11(l1) #hi2(l1) = 3p e wrse.
Ay, b, ) € wi(R()).li =my Ak >0=> (k— 1, hia(l), hpa(l2)) € (L 1) (W2))
A (Vlz € dom(hy1). ha1(I2) # haa(l2) = 3p e wrse. 3y, ma, ) € wi(R(p)).l =my A
k>0= (k—1,hia(h), h22 (1) € (L 1) (w2))
A (Vr e dom(w1). V(1 o, i) € wa(r) \ wi(r).r € Ralse) A
k>0= (k—1,h12(l1), h22 (12)) € (L 1) (W2))

Fig. 6. Interpretation of computations with pre- and postconditions. There are implicit disjointness requirements on heaps: the heap compositions must all
be well-defined. In all three cases we have R: RV —g RN and w € W. For &€ [[a’]]R w we require wf(t), FRV(e, ) € dom(R) and R(FRV(¢)) C dom(w).
P§ w is defined for FRV(¢) € dom(R) and R(FRV(¢)) C dom(w), Qf w1, wy additionally requires w, € W and w; C wy with dom(w1) = dom(w3).

restrict to elements with index strictly less than k. In the last case we look for references to a masked region; these are
conceptually dangling pointers that we make no assumption about, hence we return all (pairs of) values.

Interpreting functions and region polymorphism proceeds along similar lines. To obtain type monotonicity we quantify
over future worlds, but we make promises only for proper worlds, i.e., worlds where all effect-relevant regions are live. We
could, similarly, have considered only future worlds with R(p) intact for the reference types, but for simplicity we leave it
out.

The interpretation of computations is crucial. Note, first, that rdse are all region variables with read effects in ¢; wrse
and als e are defined similarly. P§ w denotes the precondition on heaps that computations running in world w with effects
€ should satisfy: that all location pairs in all regions with read effects do, in fact, hold related values of the appropriate type.
If the precondition holds and the left hand side terminates, then so does the right hand side, and there is a future world
w’ such that the results are related at the desired type in w’, and the resulting heaps satisfy the postcondition Q’§ w, w'.
Note that not all locations allocated by the computations need to be in dom;w’: f] contain precisely these locations; they
contain, for instance, locations masked out throughout the computations. Also, w’ is picked only when the computations
finish. Thus, until that point the newly allocated locations that should be tracked by world do not have to be in any way
related: we only need to exhibit that when the computations finish, newly allocated parts of the world are indeed related.
This is enforced by the postcondition relation that we mentioned earlier, Qf w, w’. It states that any writes to existing
locations are of the correct type and are permitted by a write effect; also any newly allocated locations tracked by w’
hold well-typed, related values and are in regions with an allocation effect. It is not unusual that the postcondition speaks
of the initial heaps as well as the final ones: this is also the case in, for example, Hoare Type Theory [23]. Since we do
local reasoning, there may be parts of the heap outside our control; these are the frames f; and f,, which must remain
unmodified.

Finally, it is worthwhile to remark that the region-dynamics of computations is quite restricted: the future world w’ must
have the same live regions as w. In other words, computations cannot mask out existing regions and if they initialize any
new regions, they are obliged to mask them out before they terminate. Here we take inspiration from work on region-based
memory management [4,6] where regions are allocated and deallocated following a stack discipline.

We prove that the interpretation is well-defined in a series of lemmas and propositions; we assume throughout that all
parameters satisfy the requirements of the operators, see the figures for details.

Lemma 4. For any n € N and wq, wa € W with wq L wy we have P§ wq L P§ wo, with the metric of URel(H).
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Kk, 71, 72) € [[]* w = Vxedom(D). (k, 1 (%), y2(0)) € [T®]F w

Mlree <ey: 7,6 <
Vk e N.VYw € W.VR : [T — |w|.Vyy, ¥2 € Subst(").

[R:FRV(e) = dom(w) A (k, y1,72) € [T]* w] = k, y1(e1), y2(e2) € E[°]" w

MN'Eei~e:7,e <= I|I'kEe1xex:1,e All|'Eex<xe;:7,¢

Fig. 7. Definition of the logical approximation and equivalence. We require all types to be well-formed, FRV(T', 7, ¢) C IT and, as always, FV(ej,ez) € T.
Subst(I") denotes the set of substitutions mapping the variables of I" to closed values. R has to be an injection from the free region variables of & to the
live regions of w.

. n n n
Lemma 5. For any n € N and wq, w), wp, w), € W with wi = wy, w} = w), wi E w) and wy C w!, we have QR wy, w) =
Q¥ wy, w, with the metric of URel(H).

Remember that the postcondition operator has nontrivial side-conditions: for Q§ w, w’ to be defined we require w C w’
and dom(w) = dom(w’) as well as the standard requirement, i.e., that R be injective from FRV(¢) to dom(w).

Proposition 6. We have [t] Risa well-defined type, i.e., it is a non-expansive and monotone map from W to URel(V).

Lemma 7. For w1, wo € W we have that w1 = w» implies £ [[8’]]R wi=E [[8’]]R wy foranyn e N,

These two are proved by simultaneous induction. Notice that we make no monotonicity requirement on the interpreta-
tion of computations, indeed, we do not even claim that it maps W to URel(£). As such, the use of n-equality is abuse of
notation since we may have strayed outside our metric spaces; the meaning is the usual, though: the two sets agree if we
restrict to elements with indices strictly less than n.

When interpreting a type, we use region environments with possibly excessive domains. Clearly, the value of the region
environments outside the region variables of the type should not matter; this is captured in the following lemmas, crucial
for proving compatibility; the proof goes by mutual induction:

Lemma 8 (Environment extension). For any R : RV —g, RN and t such that FRV(t) € dom(R) we have [[T]]R = [[r]]RlFR"(”.

Lemma 9. For any R : RV —g, RN, T and ¢, such that FRV(z, &) € dom(R), we have £ [e6]R = € [ee]Rimvee,

The logical relation on expressions is defined in Fig. 7. IT is a syntactic over-approximation of all region variables;
together with the condition R : IT — |w]| it ensures that we deal in live and dead regions only, not unknown ones. As for
functions and computations, we require that the regions of the effects are live.

The logical relation is asymmetrical: the left hand side approximates the right hand side. We write IT|I" =e1 ~e: 7, ¢
if the approximation goes both ways and consider the computations equivalent in that case. Our logical relation is sound in
the following, standard, sense, with subtyping interpreted through set inclusion:

Theorem 10 (Compatibility). The logical relation in Fig. 7 is compatible with the typing rules of Fig. 1. That is, the formation of
expressions according to the typing rules respects the logical relation.

Proposition 11. For any region environment R : I1 — RN and any world w € W, if I1 - t1 < 13 then [[rl]]R wC [[rz]]R w.

The proof of the theorem relies naturally on the proposition. The proofs are deferred to the next section.
We have the Fundamental Lemma as corollary:

Lemma 12. (Fundamental)
[M're:7,e=1Il|I'kEe=<e:71,¢.

Definition 1 (Contextual equivalence). Two well-typed computations are contextually equivalent if for any closing, integer
contexts, they co-terminate with the same value, when run in any two heaps. Formally:
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[MITFej=ey:1,6 < M|'Fe;j:T,eN
YCeC.Yhi,hp e H.VneN. -|-FClej] :int, @ A
((Cle1l1h1) > (n]) <= (Cleallha) = (n].))

Also as a corollary of compatibility, we get the following theorem:

Theorem 13. The logical relation defined in Fig. 7 is sound with respect to contextual equivalence, i.e.,

[MNr=eey~ey:t, e =1Il|I'teyj=ey:7, €.
5.1. On interpretation of the write effects

Before we proceed to the soundness proof, we pause to discuss briefly the definitions of effect interpretations in Fig. 6.
Particularly interesting is the fact that we require the values stored outside the write effects to be the same between the
initial and final heaps. Since our relation is built over the operational semantics, the equality used there is syntactic, which
could be considered unsatisfactory. Indeed, since we are building a relational model, one could think that we should use
the semantic type of this location, and only require the values to be related at that semantic type. This, however, would lead
to significant problems.

Conceptually, the first hurdle is that the type stored in the world is supposed to relate values of the first, “left-hand-side”,
computation to values of the “right-hand-side” one. Hence, in the presence of open types, where the types of the left- and
right-values need not agree, one cannot simply use the relation itself, because we want to express an equivalence among
two values on the same side. Moreover, this approach would not scale to the unary case, where the relation being defined
is not even binary. These problems suggest that one would at the least need to generalize the construction of the worlds.

A second, more pressing issue that comes up in our setup is that we need to sequence the interpretation of the effects
in a computation: for instance in a let-binding rule. Currently, this ability is expressed by Lemma 17 in the following. Thus,
any relation used to relate the initial and final states of the values outside the write effects of a computation would need
to be transitive. However, transitivity is a property that is normally lost in the step-indexed models: we only regain it at
the contextual equivalence level. Thus, even disregarding the conceptual issues, we simply cannot use the semantic type
directly, to allow more leeway in the behavior of values that are outside the write effects.

One question remains: how does this possible deficiency compare with other work, in particular domain-theoretic mod-
els, e.g., [14]. In the domain-theoretic models, the relational interpretation of types is constructed over a universal domain,
which is used to give an interpretation of the untyped language. We emphasize that such models also require a base equal-
ity as a building block of the relational interpretation (the equality on the universal domain). In particular the values in the
heap outside the write effects are related by this base equality. Of course, in the denotational models the base equality is
semantic and so less fine-grained than our syntactic equality, which can be considered better, but the core problem still
persists there.

6. Soundness

In this section, we present most of the cases of the proof of the Compatibility Theorem stated just above. We begin with
lemmas about pre- and postconditions.

o . . . o, . . R R
Lemma 14 (Precondition strengthening). The effect annotation of the precondition relation can be strengthened, i.e., P} ., w CPg w.

Proof. Take arbitrary (k, hq,hy) € Pfug/ w. In the definition of (k, h1, hy) € P§ w, the equalities dom(h;) = dom;(w) are triv-

ially enforced by the hypothesis. The property
Vo erdse. Yy, Iz, ) € w(R(p)). k> 0= (k—1,h1(1), ha(2)) € (L) (w)

also follows from the hypothesis (k, hi, hy) € Pgug, w since rdse Crds(eUg’). O

Lemma 15 (Postcondition weakening). The effect annotation of the postcondition relation can be weakened, respecting the domains
of the region map and the world, i.e., if FRV(¢') € dom(R) and R(FRV(g')) € dom(w), then QR w, w’ C qug/ w, w'.

Proof. In the definition of qug, w, w’ only existential quantifications on wrs (g U¢’) and als (¢ U¢’) are used, and so the
inclusions wrse C wrs (e U¢’) and alse C als (e U g’) suffice for the proof. O

Lemma 16 (Precondition composition). The postcondition relation maps pairs of heaps that are related by precondition at the initial

world to pairs of heaps that are related by precondition at the terminal world, i.e., if we have (k, hy, hy) € P§ w and (k, h1, hy, h/1 , h/z) €

Q¥ w, w/, then (k, b}, hy) € PR w’ holds too.
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Proof. Unwinding the definition of (k,h},h}) € PR w’, the equalities dom(h}) = dom;(w’) come directly from (k, hi, ha,
hy,hy) € Q} w, w’. To prove

Vo erdse.V(1, b, ) € wW(R(p)). k> 0= (k—1,h{ (1), h5(I2) € L ) (w")

there are multiple possibilities:

e If Iy ¢ dom(hy) then (I4,13, u) € w'(R(p)) \ w(R(p)) and so from (k, h1, hy, h}, h}) € Q’g, w, w’ we get that p € als¢’ and
k>0= (k—1,h} (1), hy(12)) € (t)(w"). Similarly if I, ¢ dom(hy).

e If hy(l}) = h|(l1) and hy(l2) = h),(l) it comes down to (k, hq, h2) € P§ w and type monotonicity.

o If hy(ly) #h (1) then (k,hy, hy, by, b)) € Qf, w, w’ enforces that there is p’ € wrse’ such that

(my, 1y, ) € w(R(P)).lh =my Ak>0= (k—1,h} (1), h55)) € (L w)(w)

By the construction of worlds, R(p’) = R(p) since both contain l;. We proceed similarly if hy(I2) # h,(Iz). O

It is worth emphasizing that we require no relationship between & and &’; we simply rely on the fact that the postcon-
dition ensures well-typed updates and allocations, no matter the region.

Lemma 17 (Postcondition composition). If we have (k,hq,ha,h}, h}) € Q*w,w’ and (k, hy, hy, hi b)) € Q¥ w', w”, then
(k, h1, hy, b, h) € QR w, w” holds.

Proof. To prove (k, hy, hy, hy, h}) € QF w, w”, we have to show a range of things. Notice first that dom(h;) = dom;(w) and
dom(h}) = dom;(w”), which come respectively from (k, h1, ha, h}, h)) € Qf w, w’ and (k, h}, h%, hY, h)) e Qf w,w”.

We now look into changes to the initial heap hy; changes to hy are handled similarly. Take any Iy € dom(hy) and let us
consider the case h/(l1) # hy(l;). From (k, h}, h%, h{, h}) e Q¥ w/, w” there exists p e wrse and (my, Iz, 1) € w/(R(p)) with
mq =1y such that k > 0= (k — 1, h{(lh), h}(2)) € (L p)(w"). Since I; € dom(h1) = dom;(w) we have (my,lz, u) € w(R(p))
too.

Otherwise, we are left to consider the case h)(l}) = hj(ly) and hy(l;) # h}(l1) and from the fact (k,hq, ha, b, b)) €
Qf w, w’ there exists p € wrse and (my,ly, u) € w(R(p)) with m; =y such that k > 0 implies (k — 1,k (), (1)) €
(t)(w'). By an argument as above, with can assume h,(lz) = h’)(I;) without loss of generality and we are done by type
monotonicity.

Finally we need to consider allocation, i.e., we take r € dom(w) and (1, [, ) € w”(r) \ w(r) and must prove r € R(als &)
and k> 0= (k—1,h{ (1), h5 () € (L w)(w”). If (11, o, ) ¢ w'(r), then it follows directly from (k, h', h}, h}, hY) € QR w/, w”.
Otherwise, (I1,1, u) € w/(r) \ w(r), so (k,hy, hy, hi, h}) e Q¥ w, w’ implies r € R(als¢) and k> 0= (k— 1, hdy), hy(12)) €
(t )(w"). Then, if b’ (I1) = h{ (1) and h} () = h’) (), we conclude using type monotonicity. But if h) (I1) # h{(l1) or h}(l2) #
h(l), we use the hypothesis (k, h, h}, h, h}) e Q’; w,w’. O

We begin with the compatibility lemmas for the rules App and Fix.
Lemma 18 (App). M1 |T e <ey: 11 =% 1o, 61and 11| T |=e§ ﬁe;:fl,ez implies T1 | T =eq eJ{ §€2€£:T2,£U81 U ey

Proof. We unroll the definition of the logical relation: let ke N, w e W, R : I1 — |w| and Y4, y» € Subst(I') — be arbitrary.
Assume R :FRV(g U g1 Ugy) < dom(w), and (k, y1, ¥2) € [[F]]R w. We now must show that

(k, yien i), ya(e2) ya(eh)) € € [ 1952 ] F w.

We proceed to unroll the definition of computations: let j <k, hq, ha, f1, f2 € H, €]’ € £ and hlL € H be arbitrary. Assume
(k, hy, hy) € PR w, that

eUg1Uey

(e yieh) [hy - f1)y > ey |hi)
and that irr(e}’ | h).

By the operational semantics, there must be 0 <i < j, ¢{ € £ and h]; € H, such that

(vi(en) [hy - f1) > (e} [R)

and

@ yiehy 1hhy 5 et 1ni)
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and irr{e} |hJ{) holds. The first assumption of the lemma gives us that (k, y1(e1), y2(e2)) € € [['E] —¢ rzgl]] Rw and Precon-
dition Strengthening gives (k, h1, hy) € Pgl w. Hence, there are w’ 3 w with dom(w’) = dom(w) as well as e}, € £ and

h), hy, f{, f; € H such that hJ{ =h,-f-fi and

(y2(e2) |ha - f2) = (e |hh - f - fa),

with (k —i,e},e}) € [t =° rz]]R w’ as well as the postcondition (k — i, hy, ha, h}, h}) € Qif1 w, w'.
We observe e} € V and turn the crank once more: there must be 0 <i' < j—1i, ef € £ and hf € H, such that

i@ [y - £ f1) = (ef |hb)
and

R
J=t=r

;e 1hhy 7S (el 1nth)

and irr(e/l’|h§) holds. The second assumption gives us (k — i, 4 (eJ{), yz(e;)) eén 52]]R w'. Precondition Composition gives

us (k—i, hy, hy) € P . .. w’ and using Precondition Strengthening then yields (k—i, h}, h}) € P§ w’. Then there is w” 3 w’

with dom(w”) = dom(w’) as well as e} € £ and h},h}, f{, f € H such that hf =hi{-f{"-f{-f1and

Va@) [y f5- fa) S (e 1y - f3 - 3 - fa),

with (k—i—1i',e],e}) e [[‘L'1]]R w” as well as the postcondition (k —i—i’, h}, h}, hY, h)) e Q§2 w’, w”. The latter, by Postcon-
dition Weakening and Postcondition Composition, yields (k —i—i’, hy, hp, h{, h}) € Q§1 Uy W w’.

The key to the remaining, and proper, part of the proof is that we have (k —i —i',e},¢e}) € [t; =»° tz}]Rw”. As
R :FRV(g) — dom(w) = dom(w") we get that, since (k —i —i’,e],e}) € [[n]]R w”, we have

(k—i—i e ef eyes) e[l w”

Precondition Composition gives (k —i —i’,h{,h}) € P§U5]U£2 w” and Precondition Strengthening then yields (k —i — ',

hi,h)) e PR w”. Then there is w” 3 w” with dom(w"’) = dom(w") as well as et/ e £ and h,hY, f{", f)/ € H such that
hJ_ —h". f/// . f// . f/ . fl and
1 10 hi

(ere5 1hy - f5 - f5- f2) > (&5 1Ny - £ f3 - 5+ fa),

with (k—j,ef’,e)) e [[‘L'z]]R w”” as well as the postcondition (k — j, h{,h, h{’, h})) e Q¥ w”, w”. The latter, by Postcondition
Weakening and Postcondition Composition, yields (k — j, h1, ha, h{’, h}) € Q§U51U82 w,w”. O

Lemma 19 (Fix). T1,T, f : 11 =>% 1o, x: 71 =e1 < ey : 1o, € implies T1, T =fix f (x).eq <fix f(x).e2: 11 —>° 12, 0.

Proof. We unroll the definition of the logical relation: let k e N, w e W, R: T — |w/| and y1, y» € Subst(T") be arbitrary. The
assumption R : FRV(#) < dom(w) gives us nothing, but we do get that (k, y1,)2) € [[F]]R w. Write e} = fix f(x).y1(e1) and
e, =fix f (x).y2(e2); we must show that

R
(k. e}, eh) e& Hﬁ —¢ '52”]] w.
As both expressions are, in fact, values it will suffice to show
(k, e, e5) € [t >° Tz]]R w.
We aim to prove by induction that for all 0 < j <k we have
(j.€j.eh) € [t1 = 1] " w.
The base case is easy, since there is no termination in 0 steps here. So assume the above for 0 < j < k; we must prove that
(j+1,€},e5) e[t1 >° 'cz]]R w

is good too. Let i < j+1 and pick w’ 2 w with R : FRV(¢) — dom(w’). Let v1, vo € V be arbitrary with (i, vq, v3) € [[‘L’]]]R w'.
We must show

(,ejvi,ejvy) el [[tf]]R w'.
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So, let i’ <i, e} € £ and hy, hy, f1, fa, hJ{ € H be arbitrary and assume (i, h1, hy) € P§ w’ and that

il

(€} vilhi - f1) > (€} |h)
with irr(e] |h§). Clearly, i’ > 0, so the reduction must go like

(i vilhi- f1) — (ien{ey/f,vi/x} hi - f1)
S e )

It is now time to make use of the lemma’s assumption, which we can instantiate with i — 1, w’, R and the extended substi-
tutions: 1, €}/ f, vi/x, and y;, e,/ f, va/x. These substitutions are related at i — 1 due to downwards closure, assumptions
and, in the case of f, induction hypothesis, since i — 1 < j. This gets us

(=1, y1(e)(e} /. vi/x}, ya(ea)(ey/ f.va/x}) € € [wf] R W,

which, after unfolding the definitions, concludes the proof. O

Lemma 20 (Susp). If p,TI|T =e1 < ey:7,& with p ¢ FRV(I'), then TT1|T" |= suspe; < suspez:Vp ¢ A. 7%, where A =
FRV(7, &)\ p.

Proof. Take any k e N, w e W, R : IT — |w|, 1, ¥2 € Subst(I') such that (k, y1,y2) € [[F]]R w. We need to show that
R
(k,suspéq,suspéy) € £ [[Vp ¢ A.‘L"M]] w, where é; = y;(e;). However, since suspe is always a value, it suffices to show

that, (k, suspéq,suspeéy) € [Vp ¢ A.rs]}R w. This in turn requires us to show that (j,é1,83) € £ [[rg]]R[pHr] w’ for some
j<k, w 3w and r € |w/| such that R[p — r]: FRV(¢) — dom(w’). To prove it, we instantiate the assumption with j, w’,
R[p 1], 1 and y». We already have the first two prerequisites, and for the third one, Environment Extension gives us
(k, y1.v2) € [T]R¥~" W', since p ¢ FRV(). O

Lemma 21 (Mask-post). The postcondition relation is closed under simultaneous allocation and masking out of a region: if, forr ¢ |w1],
we have Wi = reg(ry W/, W) —masky W2 and (k, hi1, ha1, hia, hap) € QR wh wh, then (k, hi1, ho1, By, hyy) € Qf , wi, wy,
where h, = hj, |d0mi(W2).
Proof. We have a range of things to show here. Note first that the dom(h;;) = dom;(wy), since the newly allocated region
has to be empty, and dom(h;z) = dom;(w/). The other heap domains are explicitly cut down to size.

For the writes, assume Iy € dom(h1q) such that hyq(ly) # h},(l1). We can use these to instantiate our assumption, and get
o ewrse and (my, b, ) € wi(R[p > r](0)) such that Iy =my and k > 0= (k — 1, hy2(l1), h22(2)) € (¢t w)(w?). Since the
new region r is empty in w/, this means R[p > r](0) #r, and so o # p — which gets us o e wrse — p and (m1,l, 1) €
w1(R(0)). Since both [; are outside the region r, they have to belong to the respective dom;(w5), and so also to dom(hgz).
Now, by type monotonicity we can replace w/, with wj in our assumption, and get k > 0 = (k — 1, h), (1), h),(2)) €
(t w)(w3), which was our last obligation in this part of the proof. The other obligation on the writes proceeds symmetrically.

The last obligation we have left are the allocations. Take any r{ € dom(w;) and (l1,lz, ) € wa(r1) \ wq(r1) (this means,
in particular, that r # rq). We can use these to instantiate the assumption about postcondition, since w;(r1) = wj(ry), and
getri € R[pr—rl@lse) and k > 0= (k— 1, h12(l1), hoa(l2)) € (¢ ,u)(w/z). Since r1 # 1, we get r; € R(alse — p), and by type
monotonicity and the fact that [; € dom;(w3) we get k > 0= (k—1, h},(l1), h),(12)) € (t u)(w3), which ends the proof. O

Lemma 22 (Mask). If TT, p [T =e; <ep:t,eand p ¢ FRV(T', 7), thenTI|T =e1 ey : 7,6 — p.

Proof. Take any ke N, w e W, R: 1 — |w|, and y1, y» € Subst(T"). Assume that R : FRV(¢ — p) < dom(w) and (k, y1, y2) €
[[F}]R w. We need to show that (k,éq,é;) € £ [Irg*p]]R w, where &; = y;(e;). Take r ¢ |w|, wq defined by W — gy W1,
R' =R[p +> r]: 11, p — |wq|. By Environment Extension we get (k, y1,)2) € [[F]]R/ wi. Since R’ : FRV(¢) — dom(w1), the
assumption provides us with (k,é1,&3) € £ [[rs]]R/ wq. We proceed by unrolling the definition of relatedness of closed ex-
pressions, and take any j <k, e, hy, hy, f1, f2 and hI, such that (k, hy, hy) € P§_p w, (é1]hy- f1) I (e} |hI) and irr(e] |hI>.
We use these variables to instantiate the relatedness assumption: note that (k, hq, hy) € P§ w1, since r is empty in w1. This
gives us a new world, wo 3wy, e}, hy, hi, f] and f; such that

o dom(wj) =dom(wq)
o hi=h\-fi-fi
o (e2|hy- fo) =" (ey | hy- £+ f2)
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o (k—j, hy, ha, h), h')€Q§ w1, Wa
o (k—j.ej. ey e[r]* wy

Take w3 as defined by Wy — masky W3, write h} =h’ - f’ with dom(h]) = dom;(w3) and 51m11ar1y for b)), hY, f). We get
(k—j,h1,hy, b, h)) e Qf;_p w, w3 by Lemma 21, and by Lemma 8 we get (k—j,e},e)) e [[1:]] wis. O

Lemma 23 (Lookup). IT | " = eq < ey :refyT, e impliesTI | T" |=eq <lex: 7,6 U {rdy).

Proof. We unroll the definition of the logical relation: let k e N, w e W, R : IT — |w| and y1, > € Subst(I") be arbitrary.
Assume R : FRV(g U {rd,}) < dom(w) and that (k, y1, y2) € [[F]]R w. We now must show that

R
(k. !yi(er), 'Vz(ez))es[[ eul “’p}]] w.

We proceed to unroll the definition of the relation on computations: let j <k, e] € € and hy, ha, f1, f2, g € H be arbitrary.

Assume (k, hy, hy) ePsU{rd w, that

Uy L hy - f1) > €)1 g))

and irr(e] | g7).
By the operational semantics, there must be 0 <i < j, e] € £ and g} € H, such that

(e [hy - fi) > () 1gh). (el 1gn S el 1gh)

and irr(e} | g7) holds. The assumption of the lemma and Precondition Strengthening gives us w’ I w with dom(w’) =
dom(w) as well as e}, € £ and g}, h!, h), f], f; such that

(v2(ez) |hy - f2) = (€51 83).
with g{ =h} - fi- f1, gy=h,- 5 f and (k—1i,€},e}) € [[refpt]]Rw/ as well as (k—1i,hy, hy, b}, hy) € QR w, w'.
Let us consider the fact (k —i,e},e}) e [[refpr]] Rw. By assumption, R(p) € dom(w) = dom(w’) and so we must have

li,lbeL and u €T such that e =, e, =h, (I1,h, u) € w'(R(p)) and [[r]]R w ' (L) (w).

We must have i = j — 1 and the entire left hand side reduction must look like

(y1(er) [h1- f1) > ‘11|g1) — (hj(1)187),

in particular e] = h} (l1) and g} = g}. Moreover, since

(Ya(e2) [hy - f2) = (12 1&5),

and I € domy(w') = dom(h)) € dom(g},) we get a similar reduction on the right hand side

(172(e2) [ ha - f2) > (12| g5) — (Ry(l2) | gb).

We are left to verify only that (k — j,h}(l1),hy()) € [[r]]Rw/. Since [[r]]RW kit (t)(w"), it suffices to prove

(k—j,hi(1), hy(2)) € (LM)(W/) But this is immediate as Precondition Composition and Precondition Strengthening together

gives (k—1i,h},h}) e P{rd ) O

Lemma 24 (Assign). TT | T =eq < ey :ref, 7,6 and T | T =el < el : 7, 6T implies T | T =g :=e <ep:=el 11, e ust U {wr,).

Proof. We unroll the definition of the logical relation: let ke N, w € W, R : IT — |w| and y1, y» € Subst(T") be arbitrary.
Assume R :FRV(s Uef U {wrp})) < dom(w) and that (k, y1,y2) € [[F]]R w. We now must show that

k. y1(en) :=n1(€}),
R
Ya(e2):= Vz(e;)) c& [[18U8Tu[wrp}]:| W

We proceed to unroll the definition of computations: let j <k, hq,ha, f1, f2 € H, €]’ € € and h]l € H be arbitrary. Assume
(k. h1,hy) € PR w, that

eUeTU{wr,}
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(e :=y1(eh) [h1 - fr) > (e) [ht)

and irr(e}’ | hy).

By the operational semantics, there must be 0 <i < j, ¢; € £ and h: € H, such that

(vi(er) |hy - f1) > (¢} [hl)
and

) :=yiel) 1hh)y 5 (el [nt)

and irr(e) | h}) holds. The first assumption of the lemma gives us that (k, y1(e1), y2(e2)) € £ [[refpts]] Rw and Precondition
Strengthening gives (k, hy, h2) € PR w. Hence, there is w’ 3 w with dom(w’) = dom(w) as well as e, e& and h, h), f1, f) €
‘H such that h‘; =h} - - f1 and

(y2(e2) [ha) = (€5 1y - f3 - f2),

with (k—1i,€},e,) € [[refpr]]R w’ as well as (k—i,hy, hy, h}, hy) € QR w, w'.
An easy consequence is that ] € V and so we can continue: there must be 0 <i' < j—1i, ef €€ and hf € H, such that

LA A AL

and
e =/ |ty 5T (el ndy

R
and (irr|e7)h holds. The second assumption gives us (k — i, 1 (e{), yz(e];)) e [[rgTH w’. Precondition Composition gives
(k—1i, h/ h/) epsuauwr }
with dom(w”) = dom(w’) as well as e € £ and hY, h7, f{, f € H such that hf =h{-f{-f{-f1and

w’ and using Precondition Strengthening then yields (k—1i, h, h}) € P . w’'. Then there is w” 3 w’

(ya2(eby 10y 5 ey 1y - 5 f5 - fa),

with (k—i—1i,e],e)) e [[r]] w” as well as the postcondition (k —i—i’, h}, h}, h{, h}) e QgT w’, w”. The latter, by Postcon-
dition Composition, yields (k—i —i’, h1, ha, h, h}) € qu cw,w”
Now, finally, for the computation proper. Since we have that R(p) € dom(w) = dom(w”), there are l1,l; € £ with

/kll

el =1 and e}, =1, and such that there is p eT with (l1, 1o, w) € w”(R(p)) and [[tl]R
l; e dom(w”) C h} and the final step of the left hand side reduction must go

(e :=ef [hy - fi'- fi- f1) = (h=ef1hY - fi - fi- f)
— (O h{ll = ef1- f - f1- f1) = (e Ih]).

On the right hand side, we have a complete reduction as I € dom(h’z/):

(tp)(w”). In particular,

(va(e2) —Vz(ez)lhz f2) = (b —J/z(ez)lh’ fr- f2)
Sli=e - fy - fy- f2)
— (O Ih5[l > e3]- f3 - f5 - fa).

The return values obviously have the correct type. All that remains is to verify that we do indeed have

(k—i—1i"—1,hq, hy, Wil > e]], hyll2 — e5]) GquaTu wr, }w,w”,

but that is an easy consequence of the fact that we have (k —i—i'—1,e,e)) [[‘L']] w” and that [[‘L']] w” and (¢t p)(w”)
are sufficiently close. O

Lemma 25 (Alloc). TT1 | T =61 < e; : T, € implies

[T E=refer <refey:refyt,cU{aly)



L. Birkedal et al. / Information and Computation 249 (2016) 160-189 177

Proof. We unroll the definition of the logical relation: let ke N, w € W, R : I1 — |w| and y1, y» € Subst(T") be arbitrary.
Assume R : FRV(¢ U {al,}) < dom(w) and that (k, 1, y2) € [[F]]R w. We now must show that

(al R
(k, ref yi(e1), ref ya(er)) € £ [[ref ¢ “ﬂ}]] w.

We proceed to unroll the definition of computations: let j <k, hq, hy, f1, f2 € H, €] € £ and hjl; € H be arbitrary. Assume
(k,h1,hy) € PEU[a,p] w, that

(ref yr(en) [ - f1) 2 (] |h)

and that irr(e} | hf).
By the operational semantics, there must be 0 <i < j, ¢{ € £ and h]; € H, such that

(vi(en) [hy - f1) > (e} [h)
and

(rete; |hT) 5 (e | hf)

and irr(e} |hI) holds. The assumption gives us that we have (k, y1(e1), y2(e2)) € £ [[ts]]R w and Precondition Strengthening
gives (k, h1, hy) € PR w. Then, there is w’ 2 w with dom(w’) = dom(w) as well as e, € £ and h}, hl, f{, f5 € H such that
Wi =n,.f f and

(va(e2) [hy - f2) = (5| hy - f3 - fa),

with (k—i,e|,e}) e [[r]] w’ as well as the postcondition (k — i, hy, ha, h}, h}) € Q§ w, w'.
As before, we now exploit the fact that we must have 6’1 € V. This means that the entire left hand side reduction must
go like

(refyi(er) b1 - f1) > (refe) |k, - f] - f1)
— (I WL > €)1~ f} - f1) = (e} | k)

for Iy ¢ dom(h) - f{ - f1), i.e, the heap was expanded. On the right hand side, we can give the following reduction for
I ¢ dom(h?):

(refya(ez) |hi - f1) > (refey|hy- f3- f2) > (2|l > €51+ f5 - fa).
Note that Iy ¢ dom(h}) = domq(w’) so I; ¢ dom;(w’) and similarly I, ¢ domy(w’). Writing r = R(p) we have r € dom(w) =
dom(w’). This justifies the building of a new world w” € W by the transition W' — g1, .1,,,.) W’ where we naturally set

n= Fl([[r]]R). We do, in other words, extend the world to match the allocation of the operational semantics.
Since w” J w and dom(w”) = dom(w) it remains to prove that we return appropriately typed values, i.e., that (k—i—1,

hi,b) e [[refpr]] R holds, and that the postcondition of the entire computation holds, i.e., that
(k—i—1,hi,ho byl > €f] B[l > €5]) € Qg ) wo W'

The former is immediate by the fact that ¢ = t(t=1([t]®)) = [t]®. And the latter comes down to showing
k—i—1>0=(k—i—1—1,¢),¢e,)e[r]*w”

which is a consequence of having (k —i, €}, e}) € [[t]]R w. O
Finally, the compatibility lemma for the rule T-REGINST is a bit more tedious. It will necessitate few auxiliary lemmas.

Lemma 26. Let R : RV — RN with o € dom(R). If wf(t), o ¢ FRV(z,¢), and [t]RP~RO = [r[a/p]]} then
£ HTSHR[PHR(U)] -y [[T[a/p]e[a/p]]] R'

R[p—R(0)] w = PR

R /p) W and QElPR@Iyy =Qfs/) W- This follows from the equalities:

Proof. We just have to prove that P,
e R[pr R(0)](rdse) =R(rdse[o/p])
e R[p+— R(o)](wrse) = R(wrsel[o/p])
e R[p+— R(o)]@lse) =R(alselo/p]) O
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Lemma 27. Let R : RV — RN with o € dom(R). If wf(t) and o ¢ FRV(z) then [t]RP= RO = [ /p1]R.

Proof. First notice that R[p — R(0)](FRV(7)) € [w] iff R(FRV(t[o/p])) € |w|, in which case both sets are indeed empty by
the definition of [t], since R does not map free region variables of T to regions of w.

So suppose that both R[p — R(0)](FRV(7)) € |w| and R(FRV(t[o/p])) C |w|, and let us continue the proof by induction
ont:

e For types 1,int and 77 x T2 the proof is straightforward.
e Assume [t]RP~ROT = [7[5/p]]R we prove [ref, t] P~ RO = [(refy 1)o7/ p1]R:
- If o # p then (refyT)[0/p] =refy(t[o/p]) and since R[p — R(0)](«) = R(e) the equality follows directly from the
induction hypothesis.
- If @ = p, then (refyT)[0/p] =refs (t[0/p]) and we show that [ref,]
use the equality R(o0) = R[p + R(0)](p) and the induction hypothesis.
e Assume [t ]RIPPRON = [71[0/p1]R and []RP7ROT = [r[0/p1]R, we prove [r; —¢ rp]RIP RO
[(t1 ¢ w)lo/p1]".
The equality is simply proved using the three following facts:
- The logical equivalence between the injectivity of R[p +— R(o)] on FRV(¢) and the injectivity of R on FRV(e[o/p]),
from Lemma 28.
— The first induction hypothesis [z;]%P~ R = ;[ /p]]R.
- The equality & [, f]fP7 RO = ¢ [z2lo/p1Elo/P] R from Lemma 26 with the induction hypothesis.
e Assume [r]R*=Te=ROT _ 1716 /o1 we prove [Va ¢ A.7¢]RPREON — [(va ¢ A.75)[0/p]]R. Again, the
equality follows from the two following facts:
- The logical equivalence between the injectivity of R[e — r][0 = R(0)] on FRV(¢) and the injectivity of R[> r] on
FRV(e[o /p]), from Lemma 28.
- The equality & [¢¢]M*~P=ROT — ¢ [7[g/pjelo/rl] Rl=T] from Lemma 26 with the induction hypothesis. O

Rip=R@1 _ [(refy (z[o/pD]R. To do so, we

Lemma 28 (Injectivity conservation). Let R : T1 — F,FRV(¢) C [T and «, B € RV, with 8 ¢ FRV(¢) then R[oe — R(B)] : FRV(¢) — F
iff R : FRV(e[B/a]) — F

Proof. If a ¢ FRV(e), then FRV(¢[B/a]) = FRV(¢) and R[a — R(B)]|rrv(e) = R|FRv(e), SO the equivalence holds. Otherwise,
suppose « € FRV(¢).

o If R[o — R(B)]: FRV(¢) — F, then for any y € FRV(¢) — o, R[o — R(B)I(@) # R[a — R(B)](y). So for any y €

FRV(e[B/a]) \ {B}, R(B) # R(y) since B ¢ FRV(¢), i.e. R : FRV(¢[B8/a]) — F.
e Reciprocally, suppose R : FRV(¢[8/a]) — F, then for any y € FRV(¢) \ {«}, R(8) # R(y). So for any y € FRV(¢), R[a
R(B)I(@) # Rl — R(B)1(y) since B ¢ FRV(¢), i.e. R[e — R(B)]:FRV(¢) — F. O

Lemma 29 (Force). IfT1|T =e1 <ey:Vp ¢ A.t%,8’ and o € TI\ A, then I1 | T = forcee; < forcees : T[o/p], elo/plUg’.

Proof. Take any k€ N, w € W, R: I1 — |w|, and y1, y» € Subst(I") be arbitrary. Assume that R : FRV(e[o/p]Ug’) —

/ R A
dom(w), and (k, y1, 12) € [T']® w. We need to show that (k, force é;, force é;) € £ [[r[o/,o]s["/pIUE ]] w, where &; = y;(e;).

Instantiating the assumption with k, w, R, y; and y;, we obtain (k,é1,€3) € £ [[Vp ¢ A.rss/]] f w. We continue by un-
rolling the interpretation of expressions: we take any j <k, e}, hy, hy, f1, f2 and h’;, such that (k, hq,hy) € P§1U6,W,
where &1 = g[o/p], (forceé |hy - f1) = (e} |hI) and irr(e] |hI). This means that there exists i < j, eqlE and h%, such that
e11hy - f1) =1 (eqlE |h:'§), irr(eqlE |h%) and (force ef |h%) —J-i (e} \h];). Moreover, Precondition Strengthening gives (k, hy, hy) €
PR w.

Now we can instantiate the assumption about é; and é; being related with i, e%, h1, ha, f1, f2 and hf. We have already
provided all the prerequisites, so we obtain a world w’ J w, eg, h’, g}, g, such that

e dom(w’) = dom(w),

o (8alhy- f2) >* (eS| hy - g5 fa).
o hi=h g fi,

o (k—i hy, hy b} 1) e QR w w
o (k— i,ef,eg) evVp ¢ A.rg]]R w'.
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ri@|hy - f1- fr) ——————(e{|h]- f{"- f1- f1)
[

PR w' [e]Rw”

| |
| I

‘ ‘ ‘ R ’ "
| e
| I

| I
(a(e) | hy - f) ——————(e5|h}- f5 - f2)

Fig. 8. Illustrated proof of the Idempotent Computation Theorem.

Recall now, that A = FRV(t, ¢) \ {p}, since wf(Vp ¢ A.7%,¢’) holds, and so we know that o ¢ FRV(z, ¢). From the defi-

nition of [Vp ¢ A.tg]]R we know that for any future world w” and interpretation of p € |[w”| we pick, the expressions

will be related. Pick w’ as the world and R(o) as r, which is indeed in |w’|, then we have to prove that R[p —

R(0)]: FRV(¢) — dom(w’), which comes from Lemma 28 since R : FRV(¢[o/p]U¢€’) — dom(w) and dom(w) = dom(w’).

So we get that (k —i,é1,€) € 5[[7:5]]R[pHR(”)] w’, where ef = suspé;. From this, by Lemmas 27 and 26, we get that

(k—1ie,8)e& [[r[a/p]s["/P]]]R w’. Finally, instantiate this assumption with j—i—1, e}, h}, h’, g} - f1, g, - f» and h];.
/

Using Precondition Composition, we have (k —1i,h},h}) € P§1U5, w’ and, since the other preconditions are trivial (the re-

duction takes one less step due to force-susp redex being already reduced), we get w” 3 w’, e}, h{, h, g/ and g} such
that

e dom(w’) =dom(w"),

o (&[N} - g - fa) =" (e |hy - gy - g fa),
W =hy g} g fi

(k—j 41,0, hy b}, h)) € Q¥ w', w”,
(k—j+1,e},¢e)) e [[t[(r/,o]]]R w”.

/!

Now we finally are able to give the required witnesses: w” 3 w, e/, hi, h}, g - g} and g/ - g}. The first three obli-
gations are trivial, and the final one holds by downwards-closure of type interpretations. What is left to show is that
(k—j,hy,ha, b, h)) e le Uer W. W”, which holds by Postcondition Weakening and Postcondition Composition. O

7. Applications

We now show applications of our logical relations model: we verify four effect-based program transformations. These
transformations are also considered in [14], but only for a language with ground store. To the best of our knowledge,
the soundness of these effect-based transformations have not been proved before for a general ML-like language with
higher-order store.

Theorem 30 (Idempotent computation). A computation with disjoint read and write effects and no allocation effects is idempotent.
More precisely, assume that we have

[M'ke:7,¢
with rdse Nwrs e = () = als&. Then it holds that

[I|TE letx =einlety =ein(X,y)~ letx =ein(x,X):T X T, €.

Proof. We just prove that the left hand side approximates the right hand side, the other way round proceeds similarly
(see Fig. 8). Let ke N, w e W, R:IT — |w| and y1, y» € Subst(I") be arbitrary. Assume that R : FRV(¢) — dom(w) and that
(k,v1,72) € HF]]R w. We set

e1= letx =y1(e) inlety =y1(e) in (x,y)

and
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er = letx =py(e) in (x,x)

and have to prove (k,eq,e2) € [T x tg]]R w.
We proceed to unroll the definition of the relation on computations: let j <k, e]’ € £ and hy, hy, f1, f2, 8] € H be
arbitrary. Assume that (k, hq, hy) € P§ w, that

erhy - f1) > (€)' 1g))

///)

and that irr(e}’ | g
By the deﬁmtlon of the operational semantics there must be 0 <i < j, ¢} € £ and g} € H such that the above reduction
can be split into

(e11h1- f1) —1> letx _e1 inlety =y(e) in (%, y)|g])
J__)( /1//| ///>
with
(y1(e) hy - f1) — €1|g1)
and irr(e} | g}).

From the Fundamental Lemma we get (k, y1(e), y2(e)) € £ [[rs]]R w. Hence, we get w’ J w with dom(w) = dom(w’) as
well as e}, € £ and gi), h', b}, f{, f; € H such that

(y2(e) [hy - f2) = (€)1 85),

gi=hy-fi-f1. g="h,-f,- fa, (k—1i hy, hy, b}, b)) eQ¥w,w and (k -1, el,e)) e [[t]]R w'. The latter implies e} €V and
so we must have i < j as the alternative would 1nvalldate irr(e!” | g7"). Indeed, there must be 0 <i’ < j—i—1, e] €& and
g{ € H such that we can split the last j —i steps further

(let x =€} inlety =yi(e) in (x,v)|g})
— (lety =yi(e) in (e}, v) | &})

;!
— (lety =e€} in (e}, v)|g})

J_l:;l_l/ ( ///l ///)

with
r

(ri(e)| gy) — (e 1g))

and irr(e] | g7).
Now for something odd: we reset the right hand side to the initial state. More precisely, we argue that (k—i—1,h},hy) €

P§ w’; this is the crux of the entire proof. Notice initially, that not only is it the case that dom(w) = dom(w’), we also have
Vr € dom(w). w(r) = w'(r) since alse = @; in particular we get domy(w) = domy(w’). Combining now the facts

Vo erdse.V(l1, I, ) € w(R(p)).

k>0= (k—1,h1(l1), h2(l)) € (t w)(w)

and

Vly € dom(hy). hi(ly) #hy(h) =
3p e wrse.3(my, I, p) € w(R(p)). Iy =my,
with rdse Nwrse = ¢ and the injectivity of R on FRV(¢) buys us

Vo erdse.Y(q, 1z, ) € w(R(p)).
k—i—1>0=(k—i—2 k(). ha(la)) € (L w)(W).

Loosely speaking, the locations we are permitted to read held values of the correct type from the beginning and were not
changed by the computation seen so far.

We proceed to use the fact that (k —i—1,y1(e),y2(e)) € E[° ]]R w’ by a second application of the Fundamental Lemma
instantiated with k — i —1 and w'. Using the fact that (k —i —1,h|,hy) € P§ w’, this yields w” J w’ with dom(w’) =
dom(w”) as well as e € £ and gJ, h{,h}, f{, fJ € H such that
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i+1 ~ i'+1 i
(e1lh1 - f1) ————(€11h} - f{ - f1) ————— (e}, eD N} - f{ - fy - f1- f1)
N -
| ~ \pfw P e ~ N Qf/ W,w’/ - |
~N
pR w‘ \\// \\// ‘R w,w”
eue’ | PR PN ‘Qeug’ :
~ _ - ~ |
- ~ o~
! o PRw ~ 7 L ww™ |
(s ~ > ~ "
~ 7
(e21hz - fo) —————>(@&2|hy- f; - f2) —————>((e5. ) |h5 - f) - fo - 5~ f2)

Fig. 9. lllustrated proof of the Commuting Computations Theorem. In the diagram, we use € = let y = y(¢') in (e}.y) and 6 = let x =
y2(e) in (x, e}) as abbreviations.

(va(e)|ha - f2) = (€51 &3).
=hy-f-f1-f1. 8 =hy- - fa, (k—i—l —i', b}, ha, b, hY) e QRw/, w” and (k—i—1—1" €] e}) e []® w”. The latter
1mplles e e V and so we must have i’ < j —i—1 since an equallty would conflict w1th 1rr(e/” | g{"). Even more precisely,

we must have j —i—1—1i" =1 and the final step in the entire reduction {e1 | hy ~f1> (e}’ | g{’) must be

(lety =ef in (e}, y)|g]) — (). e 1 g}).

"

in particular e}’ = (e}, e{) and g{" = gf.

We immedlately get

(e2lha - f2) = (e}, e5) 1 85).

In the proof, it now remains to prove (k — j,hi,hy, h{, h}) € Q¥ w,w” and that (k — j, (e1, ”) (e5,e%)) € [[r X r]]Rw”.
Notice initially, that by the determinism of the operatlonal semantics and the fact that e/, e} € V we have e/, = e2 and
g, = g5. Since domy(w’) =domy(w”) by alse = we furthermore get h, =h} and f; = f. Also recall k— j=k —i—i"—2.

On the first obligation, we take I; € dom(h;) and assume that hi(l1) # h{(ly). If also h|(l1) # h{(1) then the de-
sired follows from (k —i — 1 — i, h{,hy,h],h)) € Qfw’, w”. Otherwise, we must have hl(ll) # hi(l) = h”(h) and
(k — i,hl,hz,h/ h/) c Q§ w, w’ paves the way. And the second obligation is met by recalling (k — i, el,ez) IS [[‘L’]] w’ and

k—i—1-1, el,ez)e[[r]] w’. O

Theorem 31 (Commuting computations). Two computations commute if neither reads a region that the other writes, and there is no
region they both write. More precisely, assume that we have

M'+e:t,s, M|TFe:1¢

withrdse Nwrse’ =rdse’ Nwrse =wrse Nwrse’ =0.

letx =einlety =€ in(x,y)~ lety =€’ inletx =e in (x,vy)
incontext T1 | T attypet x t/,eU¢g’.
Proof. Again we give the details only one way: that the left hand side approximates the right hand side (see Fig. 9). Let
keN, weW, R:TT — |w| and ¥4, ¥, € Subst(I") be arbitrary. Assume that R : FRV(¢ U &) — dom(w) and that (k, y1, }2) €
ICTR w. Set

e1= letx =y(e) inlety =y1(¢') in (x,y)

and

ey = lety =€) inlet x = y(e) in (x,v);

R
we have to prove (k, eq,e2) €€ [[T X I/SUE]] w.

We proceed to unroll the definition of the relation on computations: let j <k, e]’ € £ and hy, hy, f1, f2, 8] € H be
arbitrary. Assume that (k, hq, hy) € Pguy w, that

(e1|h1- f1) = e/{/ l&1")

and that irr(e{’ | g7").
By the deﬁmtlon of the operational semantics there must be 0 <i < j, e] € £ and g} € #H such that the above reduction
can be split into
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(e11h1- f1) = letx_e1 inlety =y1(e') in (x, y)|g])

] 1"y
(€1| )

with

(vi@|h1- f1) = (ej1g})
and irr{e} | g}).
From the Fundamental Lemma we get (k, y1(e), y2(e)) € € [[rg]]R w. By Precondition Strengthening we get the two fol-
lowing facts: that ¢} € V and that for Iy € dom(h;) such that there is r € R(rds¢’) and (my,1, ) € w(r) with m; =1; we
have g (l1) = hq(ly). The latter is a consequence of wrse Nrdss’ =@ and the injectivity of R on FRV(e U¢’).

We must have i < j as the alternative would invalidate irr(e}’ | g{’). Indeed, there must be 0 <i’ < j—i—1, ¢f € £ and
g7 € H such that we can split the last j —i steps further into

(letx =¢} inlety =y1(¢)) in (x,y) | g})

— (lety =y1(e) in (e}, v) 1 &})

S (lety =ef in (e}, v)|g})

J_l_l_l/ n "
—  (e7187)

with
v
(rie)1gy) — (eflgy)
and irr(e] | g7).
Much as in the previous proof, we now ditch our right hand side progress, but unlike that, we also lose our new

;TR
future world. Notice first that the Fundamental Lemma gives us (k —i — 1, y1(e'), y2(e')) € € [[1:/5]] w; we would like

to apply that. Write g} = hI -hy for hJ{,h‘f € ‘H with dom(h];) = domj(w); the crucial observation now is that we have

k—i—1, hJ{, hy) € Pg, w. Hence we get w2 w with dom(w) = dom(w’) as well as e}, € £ and g}, h7, hi, f{, f5 € H such
that

(V2(3)|h2 f2)— 82|g2)

=hy.fl'-hS, gy=h,-f}-fo, k—i—1—17, hJr hz,h” h’)ng w, w’ and (k—l—l —i'ef,e)) e [[1:/]] w'.
Much as we have argued before, we now know that e} € V, hence j—i—1—i’=1 and the entlre left hand side reduction
must look like

(e1h1- f1) = ((e}. e 1 g}).
in particular, ef’ = (e1, e) and g{" =g7.
We have now in some sense considered the situation from the point of view of e’; it is time to turn the tables.
There are hT f2 with dom(h ) = domy(w) such that hf, = hJr sz. So we have (k,hl,h;) € P’§ w by arguments as above;

in particular we apply wrse’ Nrdse = . Now, we still have (k, y1(e), y2(e)) € € [[t‘s]]R w and so there is w” J w with
dom(w) =dom(w") as well as e} € £ and gJ, h',h}, f;, f} € H such that

(V2(3)|h fz fz f2)— ez|g2)

g1—h/ Fl-fuogy=hy-f) -3 £ fa, (k=i hy, b 0, hY) € QR w, w” and (k—1i, €}, e}) e []® w”. Write b, =h' . fI for

f1 € H, in partlcular g = h1 f;r -fi{-fiand gf =h7- f- f1T - f1 - f1; this is notation we need soon. Observe first, though,
that we have the right hand side reduction

(e2lhy - f2) — (ez7ez)|g2)

We now build a world w” with dom(w””) = dom(w) and with both w” 2w’ and w” 3 w”, i.e.,, a common future
world. The natural choice is for the dead regions of w” to be the dead regions of both w’ and w”. For r € dom(w) we
set w”(r) = w/(r) U w”(r), but we must take care not to wreck the partial bijections nor their mutual disjointness. Let
r,s € dom(w) and take (I3,05, u) € w'(r) \ w(r) and (7,17, u”) € w”(s) \ w(s); it will suffice to show I} # 1] and I}, #I.
Now, we know that I} € dom;(w’) = dom(hY); in particular we have I} ¢ dom(f;r). Also I} ¢ dom{(w) = dom(h];). But
I € dom;(w") =dom(h}) and since h = hI - ff we must have I} #1]. Proving I, # I proceeds similarly.
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It shall now suffice to show

(k—j, hi,ho 1Y - 10y - f1y e QR w, w”

as the remaining obligations are discharged already. We have

dom;(w”’) = dom;(w) Udomq(w”)
= dom(h) Udom(h! - £l
=dom(h} - f1)

and get domy(w”’) = dom(h’ - sz) similarly. So take l; € dom(h) and assume that hq(ly) # hy(ly). If hJ{ (W) #h7 (1) we get
pewrse and (my,l2, ) € w(R(p)) with Iy =my and (k — j, h{ (1), h}(2)) € (L pw)(W'). And since wrse Nwrse = we
know that h)(l2) = h’,(I;). If, on the other hand, h]; (I1) = h{ (1) then we must have hq(ly) # hz (I1) and we get p e wrse and
(mq, 1, w) € w(R(p)) with [y =my and (k —i— 1,h1(11),h’2’(lz)) € Lpuyw”).

It remains to consider allocation. So take r € dom(w) and (I1, 12, u) € w”(r) \ w(r). By the construction of w” we get
(li, L, w) e w () \ w(r) or (I1,1x, ) € w(r) \ w(r); in both cases we proceed similarly, so assume the former holds. Then
we know r € R(als¢’) and that (k — j, h{ (1), h}(I2)) € (L;)(W’). But as I ¢ domy(w) we must have I € dom(fg) and so

(hy - sz)(lz) = f;(lz) =hj(l2) and we are done. O

a

In the remaining two applications we can prove only approximation, not equivalence, because of the possibility of non-
termination.

Theorem 32 (Neutral computation). A computation that performs no writes and has return type unit approximates the trivial compu-
tation. More precisely, having

[MN'-e:1, ¢

with wrs e = ( implies
Nreex<(:1,¢.

Proof. Let ke N, w e W, R: I1 — |w| and y1, Y2 € Subst(I") be arbitrary. Assume R : FRV(¢) — dom(w) and that
(k,v1,72) € [[F]}R w. We now must show that
k. y1(e). 0) € E[1°] " w.

We proceed to unroll the definition of computations: let j <k, hy, ha, f1, f2 € H, ¢} € £ and h} € H be arbitrary. Assume
(k,h1,hy) € PR w, that
j
(yi(e)|h1 - f1) > (e} |h})
and that irr(e} | h}).
By an application of the Fundamental Lemma, we get (k, y1(e), y2(e)) € £ [[18]]R w. This gives us that e} = (), and, since

there are no write effects, that h} =hy - f{ - fi. The right hand side of the computation proper terminates in zero steps, i.e.,
we have

0
(Olhz- f2) = (O |ha - fa).
It is straightforward that (k, h1, hy, hy, hy) € Qf§ w,w and (k, (), () € [[1]]R w, so the proof is done. O

Theorem 33 (Pure lambda hoist). A pure computation evaluated as part of a function can, up to approximation, be evaluated once and
the result cached. More precisely, having

MCke:71,0, NI|T,y:1,x:11F€ :113,¢

gives us
IMIN= letx =einAy.e/ <Ay. letx =eine 11y =% 13,0

Proof. Let ke N, w e W, R: IT — |w| and y1, y» € Subst(I") be arbitrary. Assume that (k, y1, 2) € [[F]]R w. We have to
prove



184 L. Birkedal et al. / Information and Computation 249 (2016) 160-189

(k, let x=y1(e) inAy. y1(e),
R
ry. letx=9ys(e) inya(e)) €& [[‘L’z —£ Tgm]] w.

We proceed to unroll the definition of computations: let j <k, hy, hy, f1, f2 € H, €] € £ and hj{ € H be arbitrary. Assume
(k,h1,hz) € PR w, that

(letx=yp1(e)inky. y1(€) |hy - f1) 2> (¢} |h})

and irr(e} | hY). By the operational semantics, there must be 0 <i < j, e} € £ and hJ{ € H, such that

(vi(e) |hy - f1) = (e} [A})

and
s ’ Tyd=t it

(letx=e]inAy.y1(e') | hy) = (e71h7)
and irr(e) | h}) holds. The Fundamental Lemma gives us (k, y1(e), y2(e)) € £ [[ﬁ‘”]] R w; it is an easy consequence that we
have e} €V and that there is f] € H such that hI =hy - f{ - f1. In particular, only one step remains on the left hand side

(let x=¢} inky.yi(e)) |h])

— (. y1(e)les /x| h]) = (] | hi)

The right hand side is a value in itself, so we get the following zero-step reduction

(Ay.letx=y3(e) inya(e) | h2 - f2)

0 .
— (Ay. letx=ys(e) inya(e') |hy - fo).
Using (k — j, h1,hy, h1,hy) € Qg w, w, we have left to prove that

(k — j, ry. y1(€)[e; /x], Ay. let x=Ys(e) inya(€) € [12 =>° 13]* w

Notice first, that since the lambda is just syntactic sugar for a non-recursive fixed point, we have

ry.yi(e)ey/x] = £ix f(y). yi(e)e}/x]

and similarly

Ay. letx=ya(e) inya(e)
=fix f(y). letx=9y5(e) inya(e).

So we proceed, according to the interpretation of function types: pick w’ 3 w with R(FRV(g)) — dom(w’), k' <k — j,
vy, vy €V with (K, vy, va) € [[1:2]]R w’. We now have to show

(K, (£ix f(w). y1(e)le}/x]) vi,
(fix f(y). letx=ya(e) iny(e) v2) €€ [[‘C3s]]R w'.

We proceed, once more, to unroll the definition of the relation on computations: let j' <k', hi,hY, f/, f) € H, e; € £ and
h$ € H be arbitrary. Assume (k', h, h}) € PR w/, that

(£ix f(y). yi(e)ley/xD vi|hY - f{) = (eS| h9)

and irr(e$ | h9).

Intuitilveh}, we now temporarily forget about the changes made between w and w’, and interpret the computations
y1(e) and y»(e). Afterwards, we retrace the changes from w to w’ in the resulting world, since e cannot interfere with
them, and build the resulting world w”. More precisely, we build a brand new world w' € W that has the same dead
and live regions as w’ but such that for any r € dom(w’) we have wi(r) = w(r) if r € dom(w) and wi(r)=¢ if r ¢ |wl.
Note that wi I w and that dom;(w') C dom;(w) as well as domy(w’) € dom,(w’). The latter two are the crux: there are
g1 Chy and g) Ch) with (k, g1,8)) € Pg w'. The Fundamental Lemma yields (k, yi(e), y2(e) €€ [[n“]] R wt and so we get
wt 3w’ with dom(w#) = dom(w') and €}, € £ with

(va(e) Ih; - f3) > (€5 [hy - f5' - f3)
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s

for some f)” € H as well as (k—i,e],€)) € [[rl]]R wt. Now observe that the only difference between w' and w is a possible
addition of dead regions as there are no allocation effects. And so we build the world w” € W that is just w’ with the dead
regions extended to hold also the dead regions of wi. In particular, we get w” 2 w¥ as well as w” I w'.

Returning to the computation at hand, the left hand side reduction must go like

((Eix f(v).y1(eDley/xDva|hy- ) —

(v @)lel /vyl IR - 51950 (s 1hs)

and we can take a few steps on the right hand side as well

(fix f(y). letx=Yy2(e) inya(e) v2 | h5 - f5)
— (letx=y2(e) inya(e"[va/ylIhy - f3)

S (letx=e)inya(e)va/vlIhy - f5 - f3)

— (ya(e)va/ylley/x]1hy - f5" - f3).

All that remains now is, in essence, to apply the Fundamental Lemma to IT |,y : 73, x: 71 - €’ : 73,€: we note that
R(FRV(¢)) — dom(w’) = dom(w"), that (k' — 1, 11, y2) € [[F]]R w”, that (K —1,vq,v2) € [[Tz]]R w” and that (k' —1,¢€},¢€}) €
[z:1]® w”. This gives us that

K — 1, 1)v1/ylle] /x1, va@)va/viley /x)) € € [t w”.
Finally, we can use this knowledge together with

(i (€)le, /vyl I H - £y 05

where the appropriate precondition holds by Precondition Composition, since the only difference between w’ and w” are
the extra dead regions, to finish the proof. O

(eg 1h7),

8. Discussion
8.1. Work by Benton et al.

An important point of reference for our work is the relational model by Benton et al. [14] of an effect system for a
higher-order language with dynamic allocation and ground store, i.e., only integers in the heap. Indeed, apart from our
extension to higher-order store and region polymorphism, the type systems and examples considered are roughly the same.

Having said so, we remark that our take on the issue of masking is novel; in particular it is different from that of Benton
et al. Their approach does not scale easily, if at all, to the higher-order store setting: the pivot is the Masking Lemma [14,
Lemma 3], stating that the interpretation of both types and computations in a world are preserved up to equality under
masking, provided that the region masked out is not, syntactically, in the type respectively in the computation. Combined
with ground store, this makes short work of soundness of the masking rule.

The Masking Lemma, however, does not scale easily to a higher-order store setting. Consider the computation from the
introduction: the returned function has latent effect {wrs} and correspondingly writes to location 1 in region o. But the
values stored at location 1 must be of type ref,int, and that depends on the type int associated with location 0 in region p.
In other words, the interpretation of a type may depend on regions that do not occur syntactically in the type; this is the
antithesis to the Masking Lemma.

As described above, we take a different approach: that interpretations of types should grow (or at least not shrink)
under any application of masking, and only when we actually perform reads, writes and allocations do we require that the
regions in question are still live. This also means that we can get by without a silent region [14, Sections 5 and 6]. This is a
designated region of the world that tracks inaccessible parts of the heap in an untyped way; in [14] it is necessary for the
Masking Lemma to hold for computations.

Our different approach to masking is actually in some cases more restrictive than Benton et al.’s: our model permits any
action on locations that have been masked out, including garbage collection or ownership transfer. The locations have left
the world and we make no further assumptions on them whatsoever. By contrast, locations in a silent region are still in
the world and computations may assume that they remain allocated, even if the stored value cannot be changed. Indeed,
computations may actually access such locations in extensionally invisible ways: we could, say, read a location in the silent
region as long as we make no use of the read value. Thus, more computations can be treated as pure if one uses the silent
region. However, it is not clear how this approach could be made to work in the higher-order case.

As mentioned earlier, our approach to masking is similar to the approach used by Ahmed to model region dealloca-
tion [16].
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Benton et al.: higher order store In more recent work, Benton et al. [15] have given a relational model for a language with
higher order store. The language has no dynamic allocation though, nor is there any masking rule.

Unlike our approach, however, they work with a denotational semantics of the language; in particular they prove ex-
istence of the logical relation by solving a non-trivial mixed-variance domain equation, extending the standard technique
by Pitts [24] to do so. One advantage is transitivity of their logical relation; that is something we do not get. This is a
general issue with step-indexed models observed first by Ahmed [25]; there are fixes, but a more proper take is to reason
in a logic suited for step-indexing as done, e.g., by Dreyer et al. [26]. We are convinced, however, that using the techniques
developed by Stevring and two of the authors [19], we could also define a model based on a denotational semantics of the
programming language, hence achieving transitivity.

Preservation of all store relations Throughout their work, Benton et al. interpret computations by requiring preservation of
all relations on heaps that respect the effects of the computations, i.e., that ensure well-typed reads at locations with read
effects and is closed under well-typed writes to locations with write effects. Our approach is more simple-minded; we do,
in some sense, just preserve one relation. But it is unclear what the additional relations buy — we know of no equivalences
that fail due to our approach; indeed the two alternatives may very well be equivalent. What is clear, however, is that losing
the many relations, as well as the absence of a silent region, simplifies proofs considerably: writing out all the details, as
we do, is obviously quite verbose, but in essence one may argue using simple diagrams, as illustrated in Section 7.

8.2. On expressiveness

In this paper we have focused on a relatively simple model that is still sufficiently rich to verify effect-based program
transformations, where all the conditions for a transformation are expressed by types and effects rather than relying on
the syntax of the transformed program. That said, there are some limitations imposed by the world model we chose: for
example, the usual inductive argument cannot be used to relate a pure version of Fibonacci with the imperative version,
since the partial bijection model we use is not expressive enough.” The expressivity of the world model, however, is an
issue orthogonal to the rest of the interpretation of types, so a more expressive one — like the ones of Ahmed et al. [18] or
Dreyer et al. [20] — could be used instead, if desired. In this paper, we refrained from doing so in order to keep that part of
the setup as simple as possible.

In particular, consider the following variant of the so-called awkward example, discussed in detail in [20]. Let 7 =
(1 4 1) £ int with go={rdy,wrp,} and &1 ={rd,, wr,,rds, wrs} and define expressions e; and e, which both have type 7
and effect {al,}, by

e1 = let x= refs; 0in
Af.(x:=0; fO;x:=1; fO; %)
ey = letx= ref,; 0in

AfAFO; FO x:=1;51%).

We have used the subscript o to indicate that x will have the type refsint. Since p and o are distinct, f cannot read or
write the reference bound to x; this ensures that both the left and the right hand side functions always return 1. Indeed we
can show that e; and e, are contextually equivalent. We remark that if, on the other hand, we had typed e; and e, with
the same region variable instead of two distinct region variables, then our semantic model would not be expressive enough
to show that e; and e, are contextually equivalent. For that, we could extend our model using ideas from the model for
non-effect-annotated types in [20]. This way, the effect information can be used to restrict the applicable contexts and can
thus make it easier to show two expressions equivalent (for those restricted contexts). Note that a standard unification-based
algorithm for inferring effects, would infer the type t for e; with p and o distinct.

8.3. On region polymorphism

Until now, relational models of region-based type and effect systems for validating program equivalences have not
included region polymorphism. Traditionally, region polymorphism involved only simple quantification over region vari-
ables [3]. Our new form of region polymorphism can express restrictions on which regions can be used to instantiate
the quantified region variables, and thus restrict aliasing of regions. The type and effect system for Deterministic Parallel
Java (DPJ) [10] includes explicit region disjointness constraints, which also makes it possible to restrict aliasing of regions.
In future work, we would like to explore the connections between these two approaches further and investigate if our
modeling techniques can be used to give a relational model for the rich region calculus used in DPJ.

7 One could still imagine a proof that follows by taking related arguments, computing the results purely in the operational semantics, and showing these
are related, though.
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9. Conclusion and future work

We have presented a solution to the open problem of constructing a relational model for an effect system for a higher-
order language with dynamically allocated higher-order store. We have demonstrated that the model can be used to
rigorously justify effect-based program transformations.

In this paper, our conceptual region model has followed the stack discipline used in Tofte and Talpin’s region-based
memory management [4]. It would be interesting to explore also models based on more liberal region schemes, such as
those in [27,28].

Future work also includes extending the language and model with concurrency, so that one can show the correctness
of effect-based parallelization. A first model for such an extension has recently been presented by some of the current
authors [29], using the same notion of worlds as in the present paper. Logical relations for concurrency have since also been
explored with more sophisticated worlds (for simple type systems without effects), which are useful for reasoning about
fine-grained concurrent data structures [30].

In the present approach we can hide local effects using the masking rule. In future work, we hope to investigate hiding
of other forms of effects that are local qua data abstraction. For example, a lookup function on an abstract tree type should
only have a read effect, even though it may also rewrite the structure of the tree internally (an internal effect). Here we
hope to build on ideas from recent work on fictional separation logic [31].

Appendix A. Metric spaces and metric domains

We assume familiarity with the basics of metric spaces theory: the definition of a metric space, convergence and Cauchy
sequences. Our interest is in metric spaces with three additional characteristics: They must be complete, i.e., all Cauchy
sequences must be convergent. They must be bisected, i.e., all non-zero distances are of the form 2~" for some n € N.
And they must be ultrametric spaces. A metric space (X, d) is an ultrametric space if the metric satisfies the strong triangle
equality:

Vx,y,z€ X.d(x,z) <max{d(x, y),d(y, 2)}.

To ease the language, we refer to a complete, bisected ultrametric space as a metric domain, provided that it is non-empty.
After all, empty metric spaces are not much fun.

The standard, geometric understanding of metric spaces goes badly with metric domains; the strong triangle inequality,
e.g., outlaws partially overlapping balls. A better intuition, at least for our purposes, is this: metric domains are all about
approximations. Let (X, d) be a metric domain; we imagine that every element x € X can be approximated to level n for
any n € N. The zeroth approximation loses all information, the first approximation gives a very rough estimate and every
successive level of approximation adds more details. Having d(x, y) = 27" with n € N for two elements x,y € M then
conceptually means that x and y are indiscernible at approximation level n but differ at level n + 1. Most often, we are
interested only in the former property, and so we write x L y to mean d(x, y) <2~ " and we say that x and y are n-equal,
the relation = we call n-equality.

A function f: X — Y between (the carrier sets of) two metric domains is considered non-expansive if, for any n € N,
they preserve n-equality, i.e., if x = y implies f(x) = f(y) for any two x, y € X. Contractive functions are those with the
stronger property that x L y implies f(x) nil f(y). Notation is lax already: the actual metrics on X and Y are implicit. The
non-expansive functions are the natural maps on metric domains; the subset of contractive functions is interesting for the
following reason:

Theorem 34 (Banach’s fixed point). A contractive endo-function on a metric domain has a unique fixed point.

The metric domains with non-expansive functions between them form a Cartesian closed category MetDom. The product
of metric domains X and Y is the set X x Y with the following defining property of the metric:

vneN. V(x1,y1), (X2, ¥y2) € X x Y.
n n n
(%1, ¥y1) =(X2,y2) &= X1 =X AYy1=Y2.

The exponential YX consists of the set X —pex Y of non-expansive functions from X to Y and a metric defined by the
following property:

VneN.Vf,geX —>pex Y.
flg e VxeX f(x)=g®).

A functor F : MetDom°P x MetDom — MetDom is locally non-expansive if, for any four metric domains X1, Y1, X2 and Yo,
and any four morphisms f, f’: X3 —nex X1 and g, g’ : Y1 —pex Y2 we have that
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VneN. fL£f rngltg = F(f.2) 2 F(.g).

and it is locally contractive if we get (n + 1)-equality on the right hand side. We essentially require the action on hom-sets
to be non-expansive, respectively, contractive; here is the illustrated version:

X1 Y] F(Xla Yl)
fT; Tf’ glg lg’ = F(f,g)lé J/Hf/,g’)
X2 Yz F(XZa Y2)

The use of metric domains in the solution to the type-world circularity and similar circularities is due to the following
theorem by to America and Rutten [32]. It says that one can solve recursive domain equations in MetDom; the proof is
essentially an adaptation of the inverse-limit method from classical domain theory:

Theorem 35. Let F : MetDom°P x MetDom — MetDom be a locally contractive functor. Then there exists a unique (up to isomor-
phism) metric domain X such that X = F (X, X).

Everyday constructions often give functors that are locally non-expansive but not locally contractive; to apply the above
theorem, it is a standard technique to post-compose the shrinking functor

1
3 : MetDom — MetDom.

This functor leaves the underlying sets untouched but halves all the distances; it is the identity on morphisms.

A few concluding remarks to this subsection are appropriate: first, if you already know metric spaces, then you may
balk at the definitions of non-expansiveness and contractiveness as well as the constructions of products and exponentials.
Rest assured, though, that for metric domains, our definitions are equivalent to the standard ones. Elsewhere, the category
MetDom is known as BiCBUIt,., a more precise if less catchy name. Benton, Birkedal, Kennedy and Varming have given a
Coq formalization of all theory in this subsection and more; Stgvring and the two first authors have given a generalization
of the Theorem 35 [33] to metric domains that carry additional structure such as, e.g., certain orderings.

A.1. The present type-world circularity

We now proceed to build the metric domains of types T and worlds W that is our model. By comparison to the simple
type-world circularity for an ML-like language given by Reus, Schwinghammer, Stevring, Yang and the two first authors [17]
it has a few more quirks, but the approach is quite the same.

Above, we only defined local non-expansiveness for functors going from MetDom® x MetDom to MetDom, but the
concept goes for endo-functors on MetDom as well:

Lemma 36. For any two sets X and Y, the construction of finite, decorated partial bijections in Fig. 3 is a functor from Set to Set by
abstracting out Z. It extends to a locally non-expansive functor ParBij(X, Y, —) : MetDom — MetDom.

The distance between two elements P, Q € ParBij(X,Y,Z) is 1 if the partial bijections, excluding the elements of Z, are
different. Otherwise it is the maximum of the distance between corresponding elements of Z.

Lemma 37. The construction of worlds W from Tin Fig. 3 can be seen as a functor Set — Set by abstracting out T. It extends to a
locally non-expansive functor Worlds : MetDom — MetDom.

For a metric domain X, the distance between two elements (¢1, ¥1), (@2, ¥2) in Worlds(X) is 1 if either dom(¢) #
dom(gy) or Y1 # V¥,. Otherwise, it is the maximum of the distances between ¢1 () and ¢;(r) as elements of ParBij(L, £, X)
over all r € dom(¢).

We recall from Section 4 that for any set X, URel(X) is the set of indexed, downwards closed relations on X, i.e.,

URel(X) ={RC N x X x X |V(k,Xx1,x2) € R.Vj <k.(j,x1,Xx2) € R}.

We can restrict a relation R € URel(X) to elements with index strictly less than some n € N
Rln = {(k,x1,x2) | (k,x1,%2) € R Ak <n}
and this gives us a metric:
Proposition 38. For any set X, URel(X) is a metric domain by a metric with the following defining property:

¥neN.VR,S e URel(X).R= S <= R|p=S|n.
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Theorem 39. We can read the entire construction of types T from Tin Fig. 3 as a locally non-expansive functor Types : MetDom’ —
MetDom given on objects by Types(X) = Worlds(ParBij(L, £, X)) — nex.mon URel(V).

Note that we do not take all monotone functions as carrier set, just the non-expansive ones. The ordering on the metric
domain Worlds(ParBij(L, £, X)) is the reflexive, transitive closure of the transitions in Fig. 4 and on URel(V) it is set-theoretic
inclusion. For once, we need a bit of metric tinkering: first we form the exponential

URel(V)Worlds(ParBij(ﬁ, L,X))

in MetDom, i.e., take all the non-expansive functions, then we restrict to the monotone ones. That we can do this without
losing completeness in the process must be verified; it is a consequence of the fact that inclusion is a continuous preorder
on URel(V), i.e., that for any two sequences (R)nen and (S)pen with limits R, S in URel(V) we have

[VneN.R, C S| = RCS.

All that remains now, is to post-compose the shrinking functor; this gives us the locally contractive functor
% - Types : MetDom® x MetDom — MetDom
An application of Theorem 35 yields an object T of MetDom and the desired isomorphism:
T Types(:f) =T.
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